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Al chatbots and LLMs have made a significant impact in a short time.
Despite their benefits, they pose serious threats to academic integrity
and ethics by generating human-like text, which is very hard to detect.
Various Al-detection tools have been developed to tackle this issue.
However, their effectiveness is questionable. This study investigates the
performance of four Al-detection tools (Turnitin, ZeroGPT, GPTZero,
and Writer Al) in detecting Al-generated text. That text was generated
using three LLMs (ChatGPT, Perplexity, and Gemini). Furthermore, three
adversarial techniques (edited through Grammarly, paraphrased through
Quillbot, and 10%-20% editing by a human expert) were applied to
see their effects on the performance of Al-detection tools. Turnitin
turned out to be the most accurate and consistent one, with a 100% Al
score even with the adversarial techniques. ZeroGPT and GPTZero also
reported relatively high Al scores, especially with the original files and
the first and third adversarial techniques. Among the three adversarial
techniques, paraphrasing through Quillbot affected the performance of
three Al-detection tools (ZeroGPT, GPTZero, and Writer Al) the most.
Among the three LLMs, text generated through Perplexity was more
accurately detected, while Gemini-generated text showed a relatively
lower Al score. What was the most note-worthy was the fact that in
many cases, even when the text was generated through the same LLM,
and detected through the same Al-detection tool; different files showed
different Al scores, further highlighting the inconsistencies among Al-
detection tools.
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Introduction

Artificial intelligence (Al) has made an immense impact on
human life in a short span of time (Jiang et al., 2022; Malik,
2024). Al chatbot is a software-based electronic system
that emulates conversations by responding to recognized
keywords or phrases. They have evolved to the extent that
they are executing activities that usually necessitate human
ability (Chandra et al., 2022; Nawaz & Gomes, 2019), such
as reading and understanding language, analyzing data,
identifying patterns, writing computer programming codes,
developing new medicines, and solving complex problems
(Bawack et al., 2021; Kaul et al., 2020; Liu & Li, 2024; Raisch
& Fomina, 2023; Rusmiyanto et al., 2023).

Al chatbots and large language models (LLMs) have been
extensively employed for different writing tasks (Huang
et al,, 2023; Lee & Yoon, 2021; Malik et al., 2024). Various
programs and platforms like ChatGPT, Bing, Grammarly,
and Hemingway employ Al to offer immediate feedback
on spelling, style, and structure to improve the quality of
work (Barbetta, 2023; Rasul et al., 2023; Reza et al., 2023).
In addition, Al-powered chatbots and LLMs can enhance
communication between the users and the software,
facilitating immediate cooperation and feedback (Gill et al.,
2024; Song & Song, 2023).

LLMs gained popularity and started to be used widely for
text generation (Amjad et al., 2024; Hussain & Qazi, 2023;
Malik, 2024; Malik et al., 2024). With their ability to think,
synthesize, and generate text similar to human writing;
they have been transforming academic and non-academic
writing (Bates et al, 2020; Carobene et al., 2024; Dwivedi
et al, 2021); and are widely used for summarization,
literature review, developing manuscripts and to support
research (Rasul et al., 2023; Xames & Shefa, 2023). As a
result, it provides more opportunities to the researchers and
scholars by assisting them in their academic and research
work, and saving their time (Malik et al., 2024). Despite the
advantages and benefits that ChatGPT brings with it, there
are also multiple apprehensions and concerns about its
negative use and adverse impact (Hutson, 2022; Malik et al.,
2024). There have been fears about its negative influence on
writing and cogpnitive skills. Shidiq (2023) said that "relying
too much on ChatGPT can make individuals weak in thinking
critically” (p. 354). Multiple studies have also expressed fears
that overdependence on ChatGPT may degrade students’
writing skills (Malik, 2024; Malik et al., 2024).

It started with the advent of ChatGPT in November 2022,
owned by OpenAl (OpenAl, 2022). It can produce human-
like text for different questions and contexts (Malik, 2024).
It can also be employed for various other tasks, such as
creating social media materials, computer coding, and
responding to customer service questions (Kocon et al,
2023; Taecharungroj, 2023).

Following the success of ChatGPT, more LLMs were
developed (Javaid et al., 2023; Kooli & Yusuf, 2024; Onal &
Kulavuz-Onal, 2024). Despite having similar purposes and
objectives, they come with their own unique set of strengths
and weaknesses. Perplexity, another LLM, was launched in
2022. It is extensively used for text generation and provides

users with textual responses to their queries (lorliam & Ingio,
2024). Like other LLMs, it has the ability to analyze, review,
and write text with human-like characteristics. It is widely
used for brainstorming ideas, developing an outline for
the topic, and generating relevant citations and references
(Tilwani et al., 2024).

Gemini is another well-known LLM that utilizes Google's
advanced language models (Hasanein et al., 2024; Mainaly,
2023). With its ability to respond to diverse prompts, it can
also produce text resembling human language, making it
a valuable tool for various tasks and purposes (Guo et al.,
2023). Due to these qualities, it is becoming increasingly
popular, especially among students (Hasanein et al., 2024).

Increased fears of academic fraud and plagiarism due
to LLMs

As computers, the internet, and easy access to digitalized
materials made it easier to plagiarize (Malik et al., 2021),
the rise of various LLMs is leading to a higher number and
more sophisticated cases of plagiarism (Dwivedi et al., 2023;
Malik, 2024; Motlagh et al., 2023; Rasul et al., 2023; Sullivan
et al,, 2023; Xames & Shefa, 2023). Their ability to generate
human-like texts and difficulty in detecting them makes
those LLMs ideal for those who are looking for shortcuts
(Alsabhan, 2023; Malik, 2024; Malik et al., 2024). "LLMs
therefore represent a clear potential threat to academic
integrity as academic staff may be unable to identify the
amount of content produced by a student correctly” (Perkins,
2023, p. 7). Malik et al. (2024) also said that ChatGPT would
“increase plagiarism in academic writing due to its ease of
use and ability to generate human-like text” (p. 9). In the
same study, one participant pointed out how many school
students in Trinidad and Tobago had been using ChatGPT
to generate assignments for creative writing tasks (Malik
et al., 2024). Haider et al. (2024) conducted a study to
trace ChatGPT-generated papers on Google Scholar. They
downloaded a sample of scientific papers with signs of GPT-
use from the website. The study found that almost two-third
of the sampled papers used ChatGPT fraudulently or did
not declare its use. Most of them were from health science,
computer science, and environmental studies. Liang et al.
(2024) conducted a large-scale study across 950,965 papers
that were published from January 2020 to February 2024 in
the arXiv, bioRxiv, and Nature portfolio journals. They found
that the use of LLMs in research papers was increasing over
the years with the fastest growth observed in the field of
computer science (up to 17.5%). In October 2024, it was
reported on Retraction Watch that since September, Springer
Nature had retracted over 200 papers due to malpractices
including fraudulent or undeclared use of Al (Chawla, 2024).
Many researchers have, therefore, called for increased
vigilance and measures to detect such malpractices
(Cingillioglu, 2023; Gustilo et al., 2024; Malik et al., 2024).
Different steps, such as implementing strict policies and
penalties for Al-generated text and using advanced Al-
detection tools, have been recommended to tackle this
issue (Elkhatat et al.,, 2023).
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Use of Al-detection tools to trace Al-driven plagiarism

With the advent of Al chatbots and LLMs, Al-detection tools
have also become widespread to check Al-driven plagiarism
(Alhijawi et al., 2024; Carobene et al, 2024; Dwivedi et
al., 2023; Gustilo et al., 2024). These tools utilize different
algorithms and Al approaches to examine the text and
compare it with an extensive library of sources to detect
any occurrences or patterns that may flag it as Al-generated
(Nwohiri et al., 2021).

Turnitin, ZeroGPT, GPTZero, Copileaks, Writer Al, and Winston
Al are some of the Al-powered tools for detecting Al-driven
plagiarism (Ladha et al, 2023). They utilize advanced Al
functions to identify Al-generated text (Odri & Yoon, 2023).
The algorithm can analyze text in many languages and claim
to accurately identify Al-generated text with a high precision
rate (Ladha et al., 2023). These tools can identify plagiarism
with or without different adversarial techniques with varying
degrees of accuracy (Arabi & Akbari, 2022; Mitchell et
al., 2023; Perkins et al, 2024). In addition, many of these
tools have the ability to identify plagiarism across various
languages, rendering them valuable in different professional
and educational contexts (Fairooz et al., 2023). Some can
also be integrated into learning management systems (LMS)
and other platforms, making it easier to detect Al-driven
plagiarism (Kumar, 2023). They also offer extensive data and
analytics, helping stakeholders monitor plagiarism patterns
and pinpoint Al-generated text (George & Wooden, 2023).

However, studies have shown mixed results regarding the
accuracy and efficiency of those Al detection tools. Weber-
Waulff et al. (2023) concluded that Al-detection tools were
unreliable and did not show consistent results. It was further
reinforced by Odri and Yoon (2023), who generated text
through ChatGPT4 and detected Al-generated text using
eleven different Al-detection tools. They found that most
of them presented Al-generated text as human-written
text. Elkhatat et al. (2023) carried out a study to examine
the efficiency of five Al-detection tools for text generated
by two versions of ChatGPT (3.5 and 4). They also reported
the inconsistencies and false-positive scores of Al-detection
tools. When Foster (2023) used Turnitin to detect a text for
Al that was entirely generated by ChatGPT4, it showed a 0%
Al score.

Ladha et al. (2023) conducted a study to explore the
efficiency of different Al-detection tools, i.e. Copyleaks,
Writer, and Content@scale. The study found that those Al-
detection tools were inconsistent in distinguishing between
Al and human-generated texts. Akram (2023) also tested
the accuracy of six Al-detection tools (GPTZero, GPTkit,
Originality, Writer, Sapling, and Zylalab) and found that they
showed inconsistent results, with their accuracy ranging from
55.29% to 97%. In another study, Walters (2023) investigated
the accuracy and effectiveness of 16 Al-detection tools for
42 essays produced by Al and humans. It found that most of
the tools were inconsistent in detecting Al-generated text;
however, Copyleaks, Originality.Al, and Turnitin were more
accurate, efficient, and consistent. The study also found that
registered and paid tools were more reliable and accurate
than the free ones.

Chaka conducted a few studies investigating the
effectiveness of different Al-detection software and tools in
tracing Al-generated text. In 2023, one study compared the
effectiveness of five Al-detection tools (GPTZero, OpenAl
Text Classifier, Writer, Copyleaks, and GLTR) in identifying
text generated by three Al chatbots (ChatGPT, YouChat,
and Chatsonic). In that study, Copyleaks turned out to be
the most effective in detecting Al-generated text (Chaka,
2023). In another study in which Chaka reviewed 17 journal
articles, Crossplag was found to be the most effective Al-
detection tool, followed by Copyleaks (Chaka, 2024a). In the
same year, he conducted another study, this time evaluating
the effectiveness of thirty freely available non-premium
Al-detecting tools for detecting Al-generated text in the
essays written by L1 and L2 university students. The study
investigated the accuracy, false-positive, and true-negative
rates of those Al-detecting tools. Only two of the tools
(Copyleaks and Undetectable Al) were able to identify the
essays as human writings accurately. The study concluded
that most of the freely available Al-detecting tools showed
inconsistent results and were not very effective (Chaka,
2024b).

Some researchers also used different adversarial techniques
to check how effective they were in evading the detection
of Al-generated text. Mitchell et al. (2023) found that once
Al-generated text was paraphrased using an automated
paraphrasing tool (APT), the detection rate drastically
reduced from 70.3% to 4.6%. Perkins et al. (2024) investigated
the effectiveness of seven Al-detection tools (Turnitin Al
detector, GPTZero, ZeroGPT, Copyleaks, Crossplag, GPT-
2 Output Detector, and GPTKit) to detect Al-generated
text in different human-written and Al-generated texts
(generated by Bard, Claude 2, and GPT-4). They used six
adversarial techniques (i.e. adding spelling errors, increasing
burstiness, paraphrasing, decreasing complexity, writing as
a non-native English speaker, and increasing complexity) to
evade detection. The study showed that those adversarial
techniques had different degrees of success in evading
detection (drop in accuracy for different adversarial
techniques: adding spelling errors 27%; increasing burstiness
24%; paraphrasing 21%; decreasing complexity 19%; writing
as non-native English speaker 12%; increasing complexity
2%). Overall, Copyleaks and Turnitin were the top two Al-
detection tools, while ZeroGPT was the least effective.

All these studies show inconsistent results for Al-detection
tools in identifying Al-generated text. Not only are they
inconsistent in detecting Al-generated text, but they also
show inconsistencies in false-positive and true-negative
results. However, as the LLMs and Al-detection tools are
evolving at an incredible pace, it is important to continue
conducting research to find the most efficient ones.

The current study further contributes to the existing
literature in this area by detecting the text generated by
three different LLMs (ChatGPT 3.5, Gemini, and Perplexity)
through four Al-detection tools (Turnitin, ZeroGPT, GPTZero,
and Writer Al). It not only checks the original files generated
through those LLMs but also carries out three adversarial
techniques to further check their efficiency and accuracy in
detecting Al-generated text. More specifically, the study has
the following research objectives.
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- To investigate the effectiveness of four Al-
detection tools (Turnitin, ZeroGPT, GPTZero, and
Writer Al) for text generated through three LLMs
(ChatGPT 3.5, Gemini, and Perplexity) without
any adversarial technique

+ To investigate the effectiveness of four Al-
detection tools (Turnitin, ZeroGPT, GPTZero, and
Writer Al) for text generated through three LLMs
(ChatGPT 3.5, Gemini, and Perplexity) with a first
adversarial technique (edited by Grammarly)

- To investigate the effectiveness of four Al-
detection tools (Turnitin, ZeroGPT, GPTZero,
and Writer Al) for text generated through three
LLMs (ChatGPT 3.5, Gemini, and Perplexity) with
a second adversarial technique (paraphrased by
Quillbot)

. To investigate the effectiveness of four Al-
detection tools (Turnitin, ZeroGPT, GPTZero,
and Writer Al) for text generated through three
LLMs (ChatGPT 3.5, Gemini, and Perplexity) with
a third adversarial technique (10-20% editing by
a human expert).

Methods and materials

The main purpose of this study was to determine the
effectiveness and accuracy of different Al-detection tools
for identifying text generated through different LLMs.
Furthermore, it investigated if the performance of those Al-
detection tools was in any way affected by automated or
human adversarial techniques. Figure 1 further explains the
research process.

Al-detection through tool 1, 2,

—  Generated text (Original) 3. and 4

Generated text with first
adversarial techmque

Al-detection through tool 1, 2,
3, and 4

Generated text with second
adversarial technique

Al-detection through tool 1, 2,
3, and 4

Text Generated through LLMs

Generated text with third Al-detection through tool 1, 2,
adversarial technique 3,and 4

Figure 1. Research process.

Selection of LLMs and text generation

After developing the process, we looked at different LLMs
to generate text for this study. Both free and paid versions/
LLMs are available. Free ones are usually less advanced,
while paid ones have better features and modelling abilities
(Walters, 2023). However, we decided to use free versions
for generating text as they are more easily accessible
and more commonly used by the students. After running
through different search engines, we opted to use ChatGPT
3.5, Gemini, and Perplexity to generate text. Although both

Application Programming Interface (APl) and websites
are available for all three LLMs, we used websites for text
generation. Further details about those LLMs are given in
Table 1.

Table 1. Details and features of LLMs.

Name ChatGPT 3.5 Perplexity Gemini

Developed by OpenAl Perplexity Al Google Deepmind

First launched in November 2022 August 2023 March 2023

Paid or Free Free Free Free

Latest version ChatGPT 4 Perplexaty LLM2 Gemuni 1.5

Type of Modelling Unimodalling Unimodalling (some  Multimodalling
(advanced, paid multimodal

versions also have capabilities are

multimodally available through

capabilities) subscriptions, etc.)

Access Both API and website Both API and website Both API and website

Oncethe LLMswere selected, the study proceeded to develop
a prompt to generate the text. As a pilot, we developed five
prompts and generated texts from the LLMs mentioned
above. After looking at the generated texts, we selected the
following prompt: “Generate an essay for an undergraduate
student about Higher Education in America: Challenges,
Strategies, and Future Opportunities. The essay should be
around 500 words long.” To make the task manageable, the
generated essays had a maximum word limit of 500 words
each. 15 essays were generated at this stage (five each from
ChatGPT, Perplexity, and Gemini).

Further adversarial techniques

The study aimed not only to find the effectiveness and
accuracy of Al-detection tools for text generated by different
LLMs but also to see if (and how much) any software-
based or human adversarial technique would affect their
performance.

After talking to the students and looking at the literature,
it was decided to carry out three adversarial techniques
that we thought were the most commonly used to evade
detection: editing the generated text through Grammarly,
paraphrasing it through Quillbot, and editing by a human
expert.

Grammarly is a software that is commonly used to edit and
correct language. It suggests changes to the user, which
the user can accept or dismiss. We decided to accept all
the changes Grammarly suggested. It has both paid and
free versions; however, this study used the premium/ paid
version. One set of all fifteen originally generated essays was
edited through Grammarly.

Quillbot, developed in 2017, can suggest language editing,
paraphrasing, and sentence completion. Students frequently
use it to paraphrase plagiarized text to avoid similarity index
detection. Its recent versions use Al. Quillbot has both free
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and paid versions. For this study, we used the paid version.

The third adversarial technique involved human editing. An
English language expert was asked to read one set of text
generated by each of the three LLMs and make 10% to 20%
editing. Overall, 60 essays were generated for this study (15
original and 45 with three adversarial techniques).

Selection of Al-detection tools and the process

Finally, we proceeded to select Al-detection tools for this
study. Since the inception of LLMs, different software and
tools have been developed to track Al-generated text
(Chaka, 2023; Elkhatat et al., 2023; Ladha et al., 2023). We
made a list of the available Al-detection tools and then
decided to use four of them (Turnitin, ZeroGPT, GPTZero,
and Writer Al) in this study.

Turnitin is a well-renowned software used to check similarity
indexes.n 2023, italso added features to detect Al-generated
text. ZeroGPT, GPTZero, and Writer Al are Al-based tools
that can be used not only to detect Al-generated text but
also for text generation, summarization, and editing.

All 60 pieces of generated texts (15 original and 45 with
adversarial techniques) were checked through these four
Al-detection tools.

Results

This section discusses the performance of four Al-detection
tools in accurately detecting Al-generated text with and
without adversarial techniques.

Comparing the accuracy of Al-detection tools in
identifying Al-generated text from ChatGPT, Perplexity,
and Gemini (original)

First, all the original essays generated through ChatGPT,
Perplexity, and Gemini were checked through Turnitin,
ZeroGPT, GPTZero, and Writer Al for Al-detection. The
results (Table 2) show that Turnitin was able to detect all the
files perfectly with 100% detection. ZeroGPT and GPTZero
also had relatively high Al-detection rates. ZeroGPT was
able to detect Perplexity-generated text with 100% accuracy.
Even for ChatGPT and Gemini, its Al scores were quite high
(for ChatGPT, range 97%-100%, average 99.4%; for Gemini,
range 82%-100%, average 95.4%). GPTZero had a 100%
accuracy rate for both Perplexity and Gemini; however, for
ChatGPT, its accuracy rate was slightly lower (range 92%-
100%, average 97.2%). Writer Al performed quite poorly for
all three LLMs with very low average Al scores (for ChatGPT,
range 32%-35%, average 34.6%; for Perplexity, range 31%-
35%, average 33%; for Gemini, range 26%-28%, average
26.8%).

Table 2. Comparison of the accuracy of Al-detection tools in
identifying Al-generated text from ChatGPT, Perplexity, and
Gemini (original).

Al-generated exsay Tormifin ~~ ZeroGPT  GPTZero  Writer Al
{Original) (%) (%) (%) (%)
ChatGPT1 100 100 82 34
ChatGPTZ 100 &7 100 i3
ChatGRT3 100 100 98 32
ChatGPT4 100 100 98 37
ChatGRTS 100 100 o8 35
Perplexity] 100 100 100 33
Perplexity? 100 100 100 34
Perplexity3 100 100 100 33
Perplexity4 100 100 100 3
Perplexitys 100 100 100 32
Gaminil 100 82 100

Gamini2 100 100 100

Gamini3 100 100 100

Gamini4 100 95 100

Gamini5 100 o8 100

Comparing the accuracy of Al-detection tools in
identifying Al-generated text from ChatGPT, Perplexity,
and Gemini (with the first adversarial technique - edited
through Grammarly)

In the second stage, all Al-generated essays with the first
adversarial technique were checked through those four Al-
detection tools. The results (Table 3) show that Turnitin was
again able to detect all the files with the first adversarial
technique with a 100% detection rate. ZeroGPT and GPTZero
detected Perplexity-generated files perfectly and had a
quite high detection rate for ChatGPT and Gemini (ZeroGPT:
for ChatGPT range 97%-100%, average 99%; for Gemini
range 81%-100%, average 95.2%; GPTZero: for ChatGPT
range 98%, average 98%; for Gemini range 90%-100%,
average 98%). Writer Al once more performed quite poorly
in detecting Al-generated content with the first adversarial
technique (for ChatGPT, range 30%-33%, average 32%; for
Perplexity, range 29%-32%, average 31%; for Gemini, range
24%-27%, average 25.8%).

Comparing the accuracy of Al-detection tools in
identifying Al-generated text from ChatGPT, Perplexity,
and Gemini (with second adversarial technique-
paraphrased through Quillbot)

In the third step, all Al-generated essays with the second
adversarial technique were checked for Al-generated text.
The results (Table 4) show that even when all Al-generated
text was paraphrased through Quillbot, Turnitin was able to
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Table 3. Comparison of the accuracy of Al-detection tools in
identifying Al-generated text from ChatGPT, Perplexity, and
Gemini (with the first adversarial technique- edited through
Grammarly).

Table 4. Comparison of the accuracy of Al-detection tools in
identifying Al-generated text from ChatGPT, Perplexity, and
Gemini (with second adversarial technique- paraphrased
through Quillbot).

Al-memersted esay (Edited by Turnifin =~ ZeroGPT  GPTZero  Writer Al
Crammarly) (%) (%) (%) (%4)
ChatPT1 100 100 o8 32
ChatGBT2 100 o7 o8 30
ChatCGDT3 100 100 o8 33
ChatCPT4 100 o8 o8 33
ChatGBTS 100 100 o8 32
Perplexity] 100 100 100 32
Perplexity? 100 100 100 32
Perplexity3 100 100 100 31
Perplexitys 100 100 100 20
Perplexity3 100 100 100 31
Grerminil 100 81 100 26
Gemnini2 100 100 100 26
Geenini3 100 100 %0 24
Cremninid 100 o 100 a7
Crermini3 100 o9 100 26

detect all the files perfectly with 100% detection. However,
the ability of the other three Al-detection tools was greatly
affected due to this adversarial technique (ZeroGPT: for
ChatGPT range 29%-81%, average 53%; for Perplexity range
28%-68%, average 53%; for Gemini range 11%-38%, average
31.8%; GPTZero: for ChatGPT range 23%-82%, average 50%;
for Perplexity range 92%-100%, average 96.6%; for Gemini
range 43%-91%, average 61%; Writer Al: for ChatGPT range
12%-15% average 13.6%; for Perplexity range 11%-16%,
average 13.4%; for Gemini range 7%-15%, average 10%).

Comparing the accuracy of Al-detection tools in
identifying Al-generated text from ChatGPT, Perplexity,
and Gemini (with third adversarial technique- 10%-20%
editing by a human expert)

In the last analysis, all Al-generated essays with the third
adversarial technique were checked by the four Al-detection
tools (Table 5). Turnitin again performed perfectly by being
able to detect all the Al-generated text with 100% accuracy
despite the adversarial techniques. ZeroGPT was also able
to detect contents generated by Perplexity with 100%
accuracy. Both ZeroGPT and GPTZero were able to detect
other files with high level of accuracy (ZeroGPT: for ChatGPT
range 96%-100%, average 98%; for Gemini range 56%-99%,
average 81.2%; GPTZero: for ChatGPT range 74%-100%,
average 88.6%; for Perplexity range 83%-100%, average
96.2%,; for Gemini range 91%-100%, average 97.8%). Writer
Al once more performed below-par in accurately detecting
Al-generated content with the third adversarial technique

Al-gemerated  essay  (Edited Turmifin =~ ZeroGPT  GPTZero  Writer Al
through Quillbot) (%4 (%) (%) (%)
ChatGRT] 100 32 23 14
ChatGPT2 100 57 78 14
ChatGPT3 100 i 23 13
ChatGPT4 100 6 82 12
ChatGPTS 100 1 44 13
Perplexity] 100 4 a9 14
Perplexity? 100 28 100 13
Perplexity3 100 8 100 16
Perplexityd 100 42 a2 13
Perplexitys 100 3 a2 11
Gamninil 100 38 21 7
Gemini2 100 37 44 10
Gamnini3 100 37 52 g
Gamini4 100 38 4 10
Gemninis 100 1 43 15

(for ChatGPT range 15%-29%, average 20.6%; for Perplexity
range 23%-28%, average 25.8%; for Gemini range 18%-22%,
average 20%).

The results revealed quite a few things. First of all, Turnitin
performed the best among all four Al-detection tools that
had been tested in this study. Even different adversarial
techniques were not able to affect its ability to detect Al-
generated text accurately. ZeroGPT and GPTZero were also
able to detect Al-generated text with a high rate of accuracy;
however, Writer Al was not that effective in detecting Al-
generated text.

Among the LLMs, the essays generated through Perplexity
were the most easily and accurately detected; on the other
hand, Al-detection tools reported relatively low Al scores
for the essays generated through Gemini. Of the three
adversarial techniques, paraphrasing by Quillbot had the
biggest impact on the Al-detection tools’ ability to detect
Al-generated text.

Discussion and conclusion

Al-driven chatbots and LLMs have made a significant impact
in a relatively short span of time (Jiang et al,, 2022; Malik,
2024). Academic and research writing is one of the areas
that has been influenced the most due to their ability to
generate human-like text for different subjects, levels, and
contexts (Carobene et al., 2024; Dwivedi et al., 2021; Malik et
al., 2024). This has proven to be a double-edged sword which,
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Table 5. Comparison of the accuracy of Al-detection tools in
identifying Al-generated text from ChatGPT, Perplexity, and
Gemini (with third adversarial technique- 10%-20% editing
by a human expert).

Al-generated essay (Edited by a Turmifin =~ FeroGPT  CPTZero  Writer AL
humsn expert) (%) (%) (%) (%)
ChatGDT] 100 Y, a1 20
ChatCIT2 100 o7 a1 12
ChatCHT2 100 100 a7 15
ChatCDT4 100 100 100

ChatGBTS 100 o7 T4 20
Perplexity] 100 100 100 17
Perplexiny? 100 100 100 13
Perplexity3 100 100 100 8
Perplexity4 100 100 a8 13
Perplexitys 100 100 83 28
Geamninil 100 28 100 12
Gramnini 100 21 100 12
Geamini3 100 72 100 12
Cramnini4 100 3 a1 12
Gantinis 100 99 a8 13

on one side, facilitates saving time and improving the writing
but, on the other, assists in Al-driven plagiarism (Alsabhan,
2023; Dwivedi et al, 2023; Malik et al, 2024; Motlagh et
al, 2023; Xames & Shefa, 2023). Al-driven plagiarism is
much harder to detect due to its advanced features and
modeling abilities. Although many Al-detection tools have
been developed to trace Al-generated text, their efficiency,
accuracy, and consistency are questionable (Elkhatat et al.,
2023; Weber-Wulff et al.,, 2023; Walters, 2023). However, as
more advanced LLMs and Al-detection tools and versions
are being developed, more studies need to be carried out
using different tools and their versions.

This study further contributes to this area by checking the
efficiency and accuracy of four Al-detection tools (Turnitin,
ZeroGPT, GPTZero, and Writer Al) in detecting Al-generated
text from the essays generated through three different LLMs
(ChatGPT, Perplexity, and Gemini). This study not only checks
the original files generated by those LLMs but also uses
three different adversarial techniques (edited by Grammarly,
paraphrased by Quillbot, and 10%-20% editing by a human
expert). The study found that the four Al-detection tools
showed inconsistent Al scores - from very high by Turnitin
(almost perfect) to very low by Writer Al. It further endorses
the findings of the previous studies about the inconsistent
performance of Al-detection tools (Ladha et al., 2023; Perkins
et al,, 2024; Weber-Wulff et al., 2023).

Turnitin reported a 100% Al score even with the three
adversarial techniques. In their study, Perkins et al. (2024)
found Turnitin to be the second most accurate Al-detection

tool. In another study, Walters (2023) also found Turnitin to
be one of the more accurate and consistent Al-detection
tools; however, in another study that was carried out
to detect Al-generated text in files generated through
ChatGPT4, Turnitin showed 0% Al score (Foster, 2023). This
is not a surprise, as multiple studies have pointed toward
the inconsistencies in Al-detection tools (Ladha et al., 2023;
Weber-Wulff et al., 2023).

However, there were also inconsistencies in the Al-detection
of the original files and with the first adversarial technique
(e.g. in the essays generated through Gemini, ZeroGPT
reported an Al score of 82% for one file while in two others
generated through the same LLM, it was 100%); ZeroGPT and
GPTZero were able to report relatively high average Al scores.
However, their accuracy decreased, and the inconsistencies
increased when the second and third adversarial techniques
were applied (much more with the third adversarial
technique, as Quillbot paraphrased the entire text compared
to human editing, which was restricted to 10%-20% of the
text). Once the Al-generated text was paraphrased through
Quillbot, the Al scores decreased considerably. Multiple
studies have also shown that paraphrasing or rephrasing is
one of the most effective adversarial techniques to evade
Al-detection (Mitchell et al., 2023; Perkins et al., 2024).
However, another interesting observation was that after the
second adversarial technique, the Al score ranges for the
files generated through the same LLM also became much
bigger (ZeroGPT: for ChatGPT range 29%-81%; for Perplexity
range 28%-68%; for Gemini range 11%-38%; GPTZero: for
ChatGPT range 23%-82%; for Perplexity range 92%-100%;
for Gemini range 43%-91%). These differences may be due
to different algorithms and patterns used by both Quillbot
(through which text was paraphrased) and Al-detection
tools (that were used to trace Al-generated text). Although
all the Al-detection tools work on the same principle, their
algorithms, approaches, and the dataset upon which they
were trained might be different (Nwohiri et al.,, 2021).

One interesting finding was the relatively minimal effect
of editing by a human expert. It may be attributed to the
fact that the editor was asked to improve the text, rephrase
it, or improve sentence structure from 10 to 20 per cent
of the entire text. Studies have shown that adding errors
in Al-generated text is a more effective way of evading Al-
detection (Perkins et al., 2024). When edited by the human
expert, those algorithms or patterns may not be altered or
disturbed prominently (there were some changes/corrections
here and there, which may not disturb the algorithm or the
pattern). Al scores after adversarial techniques may be linked
to how and how much those patterns and algorithms were
disturbed (making them harder to detect). Amongst the
LLMs, Perplexity provides the most accurate detection, even
after adversarial techniques. Again, it may be attributed to
its unique algorithm, patterns, and the dataset that it was
trained upon.

Despite all the inconsistencies, it is important to note that at
least three Al-detection tools had reasonably high average
Al scores. Even in the text paraphrased by Quillbot, those
three tools were able to report an Al score of 50% or above
(with the exception of ZeroGPT for Gemini, which reported
an average Al score of 31.8%;). Writer Al, although with a
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smaller range, reported low Al scores for Al-generated texts,
proving to be the most inefficient and inaccurate among
the four Al-detection tools tested in this study. However,
what was really concerning was the fact that even when
the files were generated by the same LLM (with or without
adversarial technique) and checked through the same Al-
detection tool; their Al scores showed big ranges. It raises
further questions about the consistencies of Al-detection
tools.

This study shows that despite certain inconsistencies,
Turnitin, and to a lesser extent, GPTZero and ZeroGPT can
be used for Al-detection as they can indicate Al-generated
text by reporting relatively high Al scores. However, due to
relatively high inconsistencies (as indicated by high ranges)
even when the same LLM, same Al-detection tool, and
the same adversarial technique are used; such indications
should not be taken as a final verdict, and further checks and
investigations should be carried out before labelling a text
as Al-generated or otherwise.

Further research

As LLMs and Al-detection tools are evolving at an
unprecedented pace, it is important to continue conducting
studies with different LLMs and Al-detection tools and their
latest versions to check their accuracy and reliability. This
way, we can find more reliable and accurate ones that can
be used for Al detection. It is also important to employ a
wider variety of adversarial techniques such as deliberating
incorporating errors, translating and retranslating, and using
multiple paraphrasing software to gauge their effects on the
performance of different Al-detection tools.

During data analysis, we also noticed the differences in the
quality of text generated by three LLMs; however, as it falls
out of the scope of the study, we did not focus on that.
Further studies may be conducted to see the quality of text
generated through different LLMs.
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