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Perceived influence of GenAI on student engagement in online higher education

Keywords Abstract
Generative AI; 
online higher education; 
personalised learning; 
self-determination theory; 
student autonomy; 
student engagement.

This paper analyses the perceived influence of Generative Artificial 
Intelligence (GenAI) on student engagement in online higher education 
using the Self-Determination Theory (SDT) framework. Drawing on 
qualitative data from 27 experienced academics across the Australian 
tertiary sector, the study investigates the perspectives of online educators 
on how GenAI may influence three core psychological needs that are 
considered central to student engagement: autonomy, competence, 
and relatedness. The findings reveal that GenAI can enhance student 
autonomy through personalised learning opportunities, improve 
competence through real-time feedback and writing support, and 
support relatedness by enabling inclusive participation for linguistically 
diverse learners. Nevertheless, the study also identifies key risks, including 
over-reliance on GenAI, diminished critical thinking, reduced interaction 
with peers and instructors, reduced collaboration, and concerns around 
academic integrity. The paper argues that to harness GenAI’s pedagogical 
potential, higher education institutions must integrate GenAI literacy, 
student-centred instructional design, and actionable ethical frameworks. 
With such measures in place, GenAI can evolve from an emerging tool 
into a major driver of engagement, inclusion, and transformational 
learning in higher education.
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Introduction 

In recent years, the landscape of education has undergone a 
profound transformation, largely driven by advancements in 
technology. One of the most significant developments in this 
era is the rise of Artificial Intelligence (AI) and its increasing 
integration into the classroom. Among the various types of 
AI, Generative Artificial Intelligence (GenAI) stands out for 
its ability to create content, engage in conversation, and 
facilitate personalised learning experiences (Giannakos et 
al., 2023; Ruiz-Rojas et al., 2023). As educational institutions 
strive to enhance student engagement, the role of GenAI 
has become a focal point for research and innovation. 
The emergence of GenAI has catalysed a fundamental 
shift in educational paradigms, particularly in enhancing 
student engagement. As AI-driven applications become 
more integrated into educational practices, they present 
both opportunities and challenges that necessitate careful 
examination. The adoption of GenAI is not just about 
introducing new technologies; it is reshaping the dynamics 
of teaching and learning. This transformation is marked by 
personalised learning experiences that adapt to individual 
student needs, potentially supporting engagement and 
motivation (Sauder, 2024). Moreover, these tools prompt 
students to engage in metacognitive processes, encouraging 
critical reflection on their interactions with GenAI, which in 
turn cultivates a deeper understanding of the subject matter 
(Chen, 2023).  

Though a limited number of empirical studies focus on 
how GenAI influences the motivational basis of student 
engagement (Cao et al., 2023; Chiu et al., 2025), there is 
a lack of empirical research on the perspective of online 
educators. Existing studies have largely examined GenAI’s 
role from the learner perspective or have focused on 
specific functional affordances of GenAI tools such as 
writing assistance and adaptive feedback without critically 
synthesising how these intersect with established core 
psychological needs frameworks such as SDT. Moreover, 
while prior research acknowledges both the benefits 
and risks of GenAI (Aghaziarati et al., 2023; Rasul et al., 
2023), few studies have integrated these insights into a 
theoretically grounded and context-specific analysis of 
how GenAI shapes the three core psychological needs, 
namely autonomy, competence, and relatedness in online 
higher education. This gap is significant because online 
educators play a central role in mediating online educational 
technologies and shaping the conditions for student 
engagement, yet their voices remain underrepresented in 
the discourse. In this study, SDT is applied not as a direct 
measure of students’ lived experiences, but as an interpretive 
framework to examine how educators perceive GenAI’s 
influence on the core psychological needs of autonomy, 
competence, and relatedness. This approach acknowledges 
that the findings reflect educators’ interpretations, which 
may differ from students’ own accounts. Accordingly, the 
study offers insights into how experienced online academics 
conceptualise GenAI’s potential to support or hinder these 
psychological needs.

The integration of GenAI into educational contexts signifies 
more than a passing trend; it represents a profound shift 
in pedagogical approaches and offers many opportunities 

to enhance performance both for students and educators. 
Recent studies underscore the potential of AI to support 
and enhance learning, particularly in promoting student 
autonomy. Tools like ChatGPT, Gemini, Anthropic’s Claude, 
Perplexity, and the Chinese GenAI tools (e.g., Doubao, 
DeepSeek, Ernie Bot and Kimi Moonshot) assist students in 
generating ideas, improving writing skills, and conducting 
independent research, thus promoting a self-directed 
learning environment. Abbas et al. (2023) emphasise that this 
personalised support, tailored to individual learning needs, 
can significantly enhance educational performance. GenAI 
tools not only respond to students’ queries but also provide 
them with the tools to think critically and independently, 
making them active participants in the learning process.

GenAI’s role extends beyond mere content delivery; it 
actively supports the writing and creative processes, an area 
that has generated considerable debate in the educational 
community. Barrett (2023) highlights the benefits of using 
GenAI as a writing tool, noting its ability to facilitate 
brainstorming and cognitive offloading, which students 
and educators have found beneficial. The efficiency and 
effectiveness of these tools in aiding writing and research 
tasks can help students refine their ideas and improve their 
academic work.

GenAI also promotes deeper engagement by creating 
interactive, personalised learning experiences. AI-driven 
chatbots and virtual assistants can engage students in 
real-time conversations, helping them with homework, 
explaining difficult concepts, or encouraging exploration 
beyond the curriculum (Chan & Hu, 2023; Oliveira, 2023). 
These tools create a dynamic learning environment where 
students are not passive recipients of information but active 
participants. Furthermore, GenAI platforms can be used to 
generate quizzes, simulations, and study guides that adapt 
to students’ specific learning needs, ensuring they remain 
engaged and challenged at an appropriate level (Oliveira, 
2023). This personalised approach is especially beneficial in 
large classrooms, where individual student needs are often 
overlooked.

Despite the numerous advantages of GenAI in educational 
settings, there are also significant drawbacks and ethical 
concerns that need to be addressed. One of the primary 
concerns is the potential for over-reliance on GenAI, which 
can lead to a decline in critical thinking and independent 
learning. As noted by Asad et al. (2024) and Thüs et al. (2024), 
excessive use of GenAI tools may cause students to bypass 
critical thinking and may even lead to misinformation, 
especially if the outputs are not rigorously vetted. This raises 
concerns about the authenticity of student work and the 
risk of GenAI-generated content being used to complete 
assignments without proper analysis or reflection.

The issue of academic integrity is another significant 
challenge. The potential for students to simply cut and paste 
GenAI-generated content into their assignments raises 
critical questions about the authenticity of student work. 
As discussed by Barrett (2023), while GenAI can facilitate 
brainstorming and content creation, there is a danger that 
it could be misused, especially if students are not guided to 
engage meaningfully with the content. 
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RQ: How do online academics perceive the 
influence of GenAI on student engagement 
through the lens of students’ psychological 
needs of autonomy, competence and 
relatedness?

•

Given these opportunities and challenges and the role 
played by the educators, this paper seeks to address the 
following research question:

By exploring this question, this paper aims to contribute to 
the ongoing discourse on how best to harness the potential 
of GenAI in education, ensuring that its integration leads to 
meaningful and ethical learning experiences. 

Literature review

This section reviews existing research on how the 
integration of GenAI into education is perceived to have 
influenced core dimensions of student learning, particularly 
student engagement. The theoretical framework of Self-
Determination Theory is applied to examine research on 
how GenAI can possibly impact students’ psychological 
needs of autonomy, competence, and relatedness in an 
online learning environment. The review highlights both 
the opportunities and challenges of using GenAI to create 
more personalised, responsive, and motivating learning 
experiences. It also considers important ethical and 
pedagogical implications.

The relationship between student engagement and 
GenAI 

Artificial Intelligence (AI) is progressively redesigning the 
educational landscape, offering new pathways to enhance 
student engagement (Nguyen et al., 2024). Student 
engagement, a multidimensional concept involving 
behavioural, emotional, and cognitive involvement in 
learning, is a strong predictor of academic success and 
preservation (Bonet & Walter, 2016). AI proposes a favourable 
avenue for assisting and improving this engagement through 
personalisation, real-time feedback, and dynamic learning 
conditions that adapt to students’ needs (Bhatia et al., 2024). 
One of the most substantial ways AI advances engagements 
is through personalised learning (Ayeni et al., 2024). 
Traditionally, educational models often struggle to address 
diverse student needs, and AI-integrated adaptive learning 
approaches propose a solution by investigating student data 
and tailoring content accordingly. For example, platforms 
like Squirrel AI in China use algorithms to assess individual 
student performance and adjust the difficulty and pacing of 
learning materials. This level of personalisation helps to keep 
learners within their zone of proximal development, which 
increases motivation and sustained attention. As Holmes et 
al. (2019) note, personalisation through AI can significantly 
enhance learners’ sense of autonomy and competence, both 
of which are critical to intrinsic motivation.

In addition to personalisation, AI technologies can provide 
real-time feedback, which is critical for maintaining student 
engagement. Feedback allows learners to understand 

where they are in the learning process, what they need to 
improve, and how they can progress. This rapid feedback 
loop supports a growth mindset by showing students that 
mistake provides opportunities for learning and growth 
rather than fixed failures. Luckin et al. (2022) highlight that 
timely, actionable feedback is a core indicator of student 
engagement and academic achievement. AI provides more 
interactive and responsive learning environments. Chatbots, 
virtual tutors, and conversational agents can simulate peer 
or instructor interaction, offering on-demand support 
and clarification. These tools are particularly effective for 
students who may be hesitant to ask questions in class 
or who require additional explanation outside normal 
teaching hours. AI systems capable of natural language 
processing can enhance learner engagement by enabling 
more exploratory and dialogic forms of learning (Zawacki-
Richter et al., 2019). For instance, students interacting with 
AI writing assistants often experiment with different ways of 
communicating and articulating their ideas, which can lead 
to deeper understanding and increased investment in the 
writing process. Saliu (2024) emphasised the importance of 
engagement with GenAI as it becomes a critical factor of 
modern media literacy. Learners must be trained not only 
to understand AI as a non-human media actor, but also to 
significantly pilot its role in defining online communication 
and participation.

Research highlights the role of AI in developing students’ 
academic skills, particularly in writing. Lee and Kwon (2024) 
found that students who engaged actively with GenAI 
produced essays with greater verbal sophistication and 
complexity than those who used the tool inactively. This 
indicates that meaningful engagement with AI tools can 
persuade higher order thinking especially when students are 
steered to comment and build upon the AI’s suggestions 
rather than simply accept them. Similarly, Sullivan et al. 
(2024) emphasised that engaging students through targeted 
GenAI workshops enhances their self-confidence, intentional 
use, and critical knowledge of AI tools in academic contexts, 
emphasising the growing importance of AI literacy in 
education. Student engagement with GenAI is needed for 
developing the AI literacy and critical thinking skills needed 
to thrive in a workforce progressively shaped by emerging 
technologies (Damaševičius, 2024).

Despite these advantages, the integration of AI in education 
is not without problems. Ethical concerns such as data 
privacy, algorithmic bias, and over-reliance on automation 
need to be addressed to ensure that AI use supports, rather 
than undermines, equitable student engagement (Akgun 
& Greenhow, 2022). AI indeed presents a powerful tool for 
improving student engagement when used thoughtfully 
and ethically (Ghotbi et al., 2022). Its role to personalise 
learning, deliver real-time feedback, and create responsive, 
interactive learning environments aligns well with modern 
pedagogical objectives (Diaz & Nussbaum, 2024). While 
challenges remain, specifically around ethics and fairness, the 
capability for AI to advance more meaningful, inclusive, and 
motivating learning experiences is substantial. As educators, 
researchers, and policymakers continue to investigate AI’s 
role in education, continuing a focus on student engagement 
will be critical to realising its full potential. Engaging students 
with GenAI must go beyond tool usage to include critical 
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AI literacy that challenges prevailing myths, directs ethical 
concerns, and steers learners to navigate the social and 
educational impacts of these technologies in a responsible 
manner (Rudolph et al., 2025).

Self-determination theory and student engagement

Student engagement is essential to academic 
accomplishment, involving the emotional, cognitive, and 
behavioural capabilities that students develop in their 
learning processes (Kimbark et al., 2017). A pronounced 
framework for understanding engagement is Deci and 
Ryan’s Self-Determination Theory (SDT), which signifies 
three core psychological needs: autonomy, competence, 
and relatedness (Chiu, 2022). These needs are necessary for 
fostering intrinsic motivation and positive engagement in 
educational contexts (Sergis et al., 2018). When students 
feel independent, competent and connected (with peers 
and instructors), they are more likely to be deeply engaged 
in their learning (Sun et al., 2017). This theoretical framework 
provides a useful lens to examine the influence of GenAI on 
the motivational foundation of student engagement from 
an online educator’s perspective. 

Autonomy: Empowering student choice

Autonomy refers to the capability of students to feel that 
they are in charge of their learning processes. Autonomy is 
an essential factor in intrinsic motivation and when students 
have the freedom to make choices about their learning, they 
are more likely to engage deeply and take ownership of 
their academic journeys (Al-Shboul et al., 2023). Autonomy 
in an education setting could be reflected in numerous 
ways such as through freedom to select and complete study 
topics, engage with academic content in a personalised 
manner and design projects to complete main assessment 
activities. When the student’s learning is in line with their 
values, it results in a sense of ownership and control that 
drives engagement. 

In the classroom, autonomy can manifest in various ways, 
such as through the freedom to select topics, design 
projects, and engage with content in personalised ways. 
When students perceive that their learning aligns with their 
interests and values, they experience a sense of ownership 
and control, which drives engagement (Jungert et al., 2023).
GenAI can support autonomy through personalised 
learning experiences that allow students to investigate 
topics of interest at their own pace (Chiu, 2024). AI-driven 
adaptive learning platforms can adapt the complexity of 
tasks and provide students with resources that match their 
learning preferences. Tools like GPT-4, for instance, can 
assist students in brainstorming ideas, and even extending 
tailored feedback on their work. This level of personalisation 
enables students to make decisions about their learning 
process, enhancing their sense of autonomy (Xie et al., 
2024). However, other researchers (Asad et al., 2024; Hou et 
al., 2025; Larson et al., 2024) caution that such excessive use 
of GenAI may adversely impact student learning as critical 
thinking is bypassed. This undermines genuine autonomy in 
students as they delegate critical thinking to GenAI. 

Competence: Building mastery through feedback and 
challenge

Competence, the second core psychological construct 
within SDT, involves students feeling efficient in their 
learning and refers to the need to experience mastery and 
success in achieving challenging tasks (Sanchez-De Miguel 
et al., 2023). When students believe they can succeed in 
their academic interests, they are more likely to continue 
in their efforts and remain engaged. Competence is often 
developed through constructive feedback, achievable 
encounters, and opportunities to apply competencies in 
meaningful perspectives.

GenAI has the capacity to substantially improve the 
progress of competence. One of the ways this occurs is 
through immediate, personalised feedback. AI systems can 
evaluate student work and provide feedback, help students 
recognise where they are excelling and where they need 
upgrading (Song et al., 2025). AI-powered writing assistants 
can help students refine their writing by suggesting edits for 
grammar, structure, and clarity, allowing students to learn 
and improve their academic writing skills (Kim et al., 2025). 
This kind of feedback helps build competence by guiding 
students toward mastery in a supportive manner. Adaptive 
learning platforms developed by AI can present students 
with tasks that are neither too easy nor too difficult, but just 
right to facilitate learning without overwhelming them (Hess 
et al., 2024). By providing challenges that match a student’s 
current competence level, GenAI can support their learning 
and growth and enhance student engagement. However, 
researchers have raised concerns about the depth of the 
competence with a recent study finding that the learning 
outcomes were lower for students who used “GenAI in a 
procedural and regurgitative approach” (Pallant et al., 2025, 
p.9).

Relatedness: Promoting connections with peers and 
instructors

Relatedness, the third psychological need drawn from 
SDT, involves students feeling connected to others and 
experiencing a sense of belonging in the learning setting. 
Social connections with peers and instructors contribute 
significantly to engagement, as they promote collaboration, 
emotional support, and a sense of community. Being involved 
in a supportive learning community fosters motivation and 
persistence to achieve higher learning outcomes (Dung et 
al., 2024).

AI can improve communication between students and 
instructors by providing platforms for personalised 
interactions and feedback. AI-driven virtual assistants can 
support instructors in managing their communication load, 
offering timely responses to student inquiries and creating 
more opportunities for meaningful and individualised 
communications. By facilitating more responsive 
communication, GenAI helps students feel more connected 
to their mentors and instructors, promoting a sense of 
relatedness (Liu et al., 2024). Furthermore, AI can support 
peer collaboration through platforms that boost group 
work, idea sharing, and collective problem-solving (Baskara, 
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2024). AI tools can help students collaborate on projects by 
organising discussions, suggesting resources, and providing 
feedback on group contributions. These tools can also 
facilitate students connect with peers who share similar 
interests, fostering a sense of belonging within a broader 
academic community. Conversely, students express concern 
that the use of GenAI can limit opportunities to interact and 
socialise with others (Chan & Hu, 2023).

The literature suggests that while GenAI has the potential 
to support students’ psychological needs of autonomy, 
competence and relatedness, it poses challenges such as 
a lack of genuine autonomy and competence and limiting 
social interaction. The effectiveness of GenAI in supporting 
the motivational foundation of student engagement appears 
to need intentional pedagogical design.

Methodology

This study used a qualitative research design to examine 
the perception of academics in online learning about the 
influence of GenAI on student engagement through the 
lens of Self-Determination Theory (SDT). In this study, 
SDT is applied as an interpretive framework for analysing 
educators’ accounts rather than as a direct measure of 
students’ psychological experiences. This framing recognises 
that lecturers’ insights provide an informed but indirect 
view of students’ lived experiences, consistent with research 
recognising the value of educators’ situated expertise 
in identifying engagement patterns and shaping need 
supportive learning environments (Kember, 2004; Manninen 
et al., 2022). Given that educators play a central role in 
shaping supportive learning environments that nurture 
student learner motivation (Manninen et al., 2022), the 
interviewees were well-positioned to offer in-depth context-
specific insights into how GenAI may influence students’ 
psychological needs, namely autonomy, competence, and 
relatedness. The qualitative research design was deemed 
appropriate to investigate the strategies employed by 
educators to enhance adult learners’ engagement, support 
their autonomy, improve their competence, and promote 
their sense of belonging in the context of online higher 
education. The study followed a structured approach 
to ensure the reliability and validity of the data collected 
(Azungah, 2018). It targeted academics working in the 
Australian tertiary education sector with at least two years 
of experience in online teaching. Previous experience in 
online teaching is essential, as these academics have taught 
online courses several times and have shown an interest in 
developing student engagement strategies (Friedrichsen et 
al., 2009).

A purposive sampling technique was employed to select 
participants with experience and expertise in online higher 
education. The inclusion criteria for participants were based 
on their involvement in teaching online courses and their 
willingness to share insights on student engagement in this 
context. Most academics were contacted using the social 
media platform LinkedIn and through referrals. Several other 
academics were then recruited through snowball sampling 
to ensure sample diversity (Noy, 2008). In total, 27 academics 
agreed to participate in the research project, all with at least 

ten years of teaching experience in the Australian higher 
education sector and more than two years of experience in 
online learning. The respondents represented five higher 
education institutions and taught across eight distinct 
disciplines, including business, education, psychology, 
information technology, and humanities. The sample size 
of 27 participants was considered appropriate as data 
saturation was reached and the group reflected a diverse 
cross-section of academic roles and institutional contexts, 
enhancing the transferability of findings through varied, 
context-rich insights into how GenAI is perceived across 
institutions and disciplines.

Data collection

Data were collected over three months (September to 
November 2023) through semi-structured interviews 
conducted with the participants. Ethical approval was 
granted by the Ethics Committee at the Australian 
Institute of Business. Before the interviews, participants 
were provided with informed consent forms outlining the 
study’s purpose, confidentiality measures, and their rights 
as participants. The interviews were conducted online via 
Zoom, recorded with the participants’ consent, and then 
fully transcribed. The interviews, lasting 60 minutes each, 
allowed for a detailed exploration of the topic. The interview 
questions were derived from a comprehensive review of 
existing literature. The interview protocol consisted of 15 
open-ended questions designed to explore academics’ 
perceptions, experiences, and strategies related to student 
engagement in online higher education. Following general 
questions about student engagement and the challenges 
in online education, the academics were asked to share 
strategies they use to enhance student engagement by 
providing autonomy and control over their learning, 
improving the competence of adult learners in online higher 
education, and promoting the involvement of adult learners 
(Abayadeera et al., 2019; Harbour et al., 2015). This approach 
enabled the researchers to lead the discussion flexibly while 
allowing new research avenues to emerge (Merriam & 
Tisdell, 2016).

Data analysis

Credibility of the findings was supported through member 
checking with participants being provided an opportunity 
to review their transcripts and provide feedback (Birt et al., 
2016). Respondents were de-identified in the dataset, and 
the transcripts were stored securely according to the ethics 
approval requirements. The qualitative data were coded using 
NVivo 11 and analysed using a general inductive approach 
(Thomas, 2006). This approach is common in various types 
of educational research studies (Liu, 2016). As suggested by 
Maxwell (2009) and Liu (2016), data coding was carried out 
concurrently with data collection whenever feasible, which 
supported the collection of rich data until no new insights 
could be gained. Recurring data patterns were identified 
by comparing data, coding, and interpretation (Chenail, 
2012; Merriam & Tisdell, 2016). Initially, we established 
preliminary categories through an iterative process of open 
coding (Miles et al., 2020; Thomas, 2006). After coding 25 
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interviews, data reached saturation, and interviewing ceased 
after 27 interviews. To improve inter-coder reliability, two 
researchers independently coded the data using preliminary 
categories (Campbell et al., 2013). After the initial round of 
coding, the codes were refined and organised into groups 
based on engagement strategies (Miles et al., 2020). The 
research team collaboratively discussed and resolved the 
coding discrepancies and refined themes. This process 
supported consistent interpretation of the interview data 
and strengthened the analytical rigour of the study (Miles 
et al., 2020).

Results 

The thematic analysis focused on the perceptions of 
study participants on the influence of GenAI on the core 
psychological needs identified by self-determination theory 
– autonomy, competence, and relatedness. Interview data 
were coded for first-order concepts and then into second-
order themes. The second-order themes were mapped to 
each core psychological need. Collectively, findings suggest 
a complex dialectic relationship in the influence of GenAI 
use and student engagement. The tensions are reflected 
in the potential of GenAI to support and conversely hinder 
student engagement.

The influence of GenAI on student autonomy

The participants were asked to share their opinions 
regarding the influence of GenAI on student autonomy. 
Their perceptions were complex and with some opposing 
views. Three second order themes (as shown in Table 1) 
were identified, namely, technological limitations of GenAI 
and its integration challenges, its negative impact on 
learning and cognitive development, and its potential for 
supporting learning. Many interviewees mentioned that 
the development of GenAI is still at an early stage and that 
many people still do not know how to use it properly. Both 
academics and students face complexities and hurdles in 
effectively utilising GenAI as a learning tool.

Table 1. The influence of GenAI on student autonomy.

Technological limitations and integration challenges

Lack of personal touch in the learning process was noted 
by several participants as a major limitation of GenAI. They 
expressed concern that while GenAI can provide valuable 
information, it cannot replace the tailored feedback that 
students receive from human instructors. This absence of 
a personalised learning experience can hinder students’ 
deeper understanding and engagement with the subject 
matter. As an academic noted:

They are just relying on technology for quite a lot, 
many things. They are losing that personal touch 
and communication and the learnings from the 
real-world scenarios which they might have got 
from our experiences. (Participant 11)

Applicability across different subjects varies for GenAI. Some 
disciplines benefit more from GenAI tools, while others 
find them less useful. For example, an academic teaching 
information technology for business found that GenAI 
significantly enhances student autonomy by enabling them 
to explore beyond the classroom content. However, for 
some subjects, GenAI is not a credible source, as it often 
provides inaccurate information, which negatively impacts 
learning. An academic explained:

For other things like coding, it is accurate most 
of the time, and it gives them that ability or that 
resource to learn more than what we can cover in a 
two-hour lecture. But for subjects like Tax Law, it’s 
very inaccurate. (Participant 16)

Negative impact on learning and cognitive development

Impairment of critical thinking skills due to the misuse of 
GenAI tools by students can diminish their ability to think 
independently and solve problems creatively. The findings 
align with recent studies that found frequent use of AI tools 
reduced critical thinking skills in students with cognitive 
offloading (Gerlich, 2025). A common theme among 
participants was that GenAI tools, such as ChatGPT, Gemini, 
Anthropic’s Claude, Perplexity, and the Chinese GenAI tools 
(e.g., Doubao, DeepSeek, Ernie Bot and Kimi Moonsho) often 
provide students with theoretical answers. Many students 
often misuse GenAI to produce work without genuine 
understanding or effort; rather than engaging with the 
material themselves, they use AI-generated content in their 
assignments without critically processing the information. 
From an SDT perspective, students’ reliance on GenAI to 
do the critical thinking undermines autonomy as the sense 
of agency is eroded. The convenience of AI tools also 
compromises academic integrity. The following comment 
echoes the sentiment of many participants. 

They just put the questions directly into ChatGPT, 
and it provided a very theoretical answer. They just 
copy-paste the answer. (Participant 3)

This reliance on GenAI can result in students becoming less 
attentive and less engaged in active learning, as they depend 
on GenAI to provide answers instead of participating in 
discussions and problem-solving activities. The reduction 
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in self-regulated learning negatively impacts a student’s 
intrinsic motivation to learn.  As one academic observed:

I had a student in the classroom recently who very 
brazenly was using ChatGPT right in front of me. He 
would literally type it into ChatGPT and read from 
the screen. (Participant 5)

The reduced sense of responsibility is another significant 
concern. GenAI tools can make students complacent, as 
they may feel less accountable for their learning. According 
to one participant:intrinsic motivation to learn.  As one 
academic observed:

Students have become lazy and just use whatever 
AI gives them. (Participant 8)

This attitude hinders the development of autonomy and 
self-regulation, which are essential components of effective 
learning. Dependence on GenAI can also have adverse 
effects on students during exams, as they are unprepared 
to tackle questions without its aid. One participant noted:

Some students rely on GenAI to get ideas about a 
concept and then try to build on that, but when it 
comes to exams, they struggle because they have 
not developed a deep understanding. (Participant 
6)

Potential for supporting learning

Many participants believed that GenAI tools can be 
instrumental in the initial stages of idea generation and 
information gathering, thus serving as a useful tool for 
gaining a broader understanding of topics. One academic 
noted:

I am not against AI, I like it. And sometimes I 
use it myself. I think there’s obviously a lack of 
constructive guidance for students on how to use 
GenAI to support learning. For instance, in practical 
subjects like global business, if they can’t find 
information on a certain company, I say, ‘use AI as 
professional Google’. It’s a tool that’s very helpful 
for them. (Participant 1)

GenAI tools can also play a significant role in improving 
students’ academic writing by assisting with grammar 
and sentence structure and produce more polished and 
professional work. One participant shared:

On the positive side, GenAI helps a lot with grammar 
checks and sentence structuring. It’s so easy to have 
someone helping you do that, resulting in better 
quality writing. (Participant 16)

Several participants noted that GenAI can facilitate 
independent research by helping students access and 
process information more efficiently, emphasising its 
potential to support deep learning by making research more 
accessible. One academic mentioned:

GenAI has definitely helped students enhance their 
autonomy in research and learning. For instance, 
GenAI processes information efficiently and 
combines different ideas, providing a holistic view. 
(Participant 12)

Collectively, while interviewees are concerned about 
the widespread misuse of GenAI tools, they agree that 
their potential to support learning is undeniable. When 
used correctly, GenAI enhances student autonomy and 
contributes to superior learning outcomes.

The influence of GenAI on students’ critical thinking and 
competence 

Participants offered diverse perspectives on the influence 
of GenAI on students’ critical thinking and competence, 
expressing both optimism and concern. Our findings 
underscore a fundamental challenge in contemporary 
education, whether GenAI is used as a tool to support 
inquiry-driven learning or surface-level engagement. The 
surface-level or deep-level processing a learner is engaged 
in (Marton & Säljö, 1976) depends on how GenAI is used 
by students. The data revealed two second-order themes 
(as shown in Table 2), namely challenges and limitations of 
GenAI as a barrier to critical thinking, and GenAI as catalyst 
for critical thinking and learning. 

Table 2. The influence of GenAI on students’ critical thinking 
and competence.

GenAI as a barrier to critical thinking and learning

Many participants emphasised that the GenAI technology 
is still in its infancy; while GenAI provides quick answers, 
it may not contribute to deeper cognitive development. A 
recurring view was that GenAI is not inherently designed 
to promote critical thinking. Instead, its use often results 
in broad, superficial outputs that may not help students 
to engage in deeper analysis. Another issue participants 
identified is the risk of students relying too heavily on 
GenAI without conducting their own research, which may 
lead to a shallow understanding of the subject matter. Two 
participants remarked:
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It is actually making work easier for most students, 
they tend to do less research on their own to 
understand the concept. (Participant 6)

All the students who rely more on GenAI are the 
ones who are running short of 	 time…They are not 
prepared in advance and they just rely on GenAI 
just to finish the assignments. (Participant 13)

This resonates with other studies that found only a small 
proportion of students use GenAI to improve critical thinking 
(Fischer et al., 2024). Several participants also cautioned that 
GenAI can produce misleading information, which students 
often students fail to verify. As two interviewees observed:

Sometimes GenAI produce references which don’t 
even exist or might be incorrect. But students just 
pick the information and submit it. (Participant 6)

It definitely gives you a lot of information... but at 
the same time, it also gives information which is not 
relevant. That’s the problem. (Participant 24)

Many interviewees also believed that the impact of GenAI 
on critical thinking is highly dependent on the context – it 
varies across different fields of study.

GenAI as a catalyst for critical thinking and learning

Several educators highlighted that it could serve a catalyst 
for creative thinking and learning when used effectively. 
They observed that while some students rely too heavily on 
GenAI, others thoughtfully use it to brainstorm, explore new 
ideas, analyse situations, synthesise diverse perspectives and 
obtain additional insights. Three academics commented: 

Some students use GenAI very wisely. They use AI 
to help them understand concepts from different 
perspective, analyse a situation from different 
angles. (Participant 12)

It has enabled some of them to think outside the 
box. For those who like to know 	more, they look 
at what GenAI is presenting, compare it with what 
they’ve learned.	(Participant 6)

AI helps them to see both sides of an issue... it 
allows them see both sides of an issue. I think from 
that sense it helps them to be more creative. I think 
it facilitates their critical thinking. (Participant 8)

However, many interviewees shared that whether the use 
of GenAI would promote critical thinking largely depends 
on the quality of the prompts used as the output is highly 
dependent on the thoughtful engagement with the tool. 
The following comments supports this view:

GenAI’s outcome depends upon what type of 
prompts you are using. If you are using the right 
prompts, then only you will get the right result. 
The prompts are also related with critical thinking. 
You have to critically think about the prompts, 

otherwise, it will come up with a standard answer. 
(Participant 7)

Competent students create prompts in a creative 
way. It’s not just give me an answer. In fact, this is 
an art in itself. (Participant 10)

Collectively, interviews highlight that GenAI can stimulate 
critical thinking, but only when students engage deeply with 
the tool by asking precise and thoughtful questions.

The influence of GenAI on students’ collaboration and 
sense of belonging 

Perspectives of online academics reveal a dialectical tension: 
while GenAI can support collaboration between students, it 
also risks contributing to social isolation and weakening their 
sense of belonging. The findings suggest that the influence 
of GenAI on social connectedness is context-dependent on 
how GenAI is integrated into the learning environment. Two 
second-order themes (as shown in Table 3) were identified, 
namely GenAI as an enabler of collaboration and sense of 
belonging and risks of isolation and reduced collaboration.

Table 3. The influence of GenAI on students’ collaboration 
and sense of belonging.

Some educators observed that GenAI tools can assist 
students with language barriers (especially non-native 
speakers) by helping them understand the content, articulate 
ideas more effectively, and communicate better with peers, 
contributing to a more inclusive learning environment. One 
participant commented: 

In terms of a positive, you can think of it as a tool 
where you can connect with students beyond 
boundaries. A student who has poor English 
communication skills can still connect with students 
from an English background. Google Translate and 
other things can just change the meaning. They can 
be completely misleading. GenAI makes it better. 
(Participant 10)

However, many academics cautioned that while GenAI tools 
can support the connectedness of students with language 
barriers, there is a risk of students becoming overly reliant 
on GenAI, possibly reducing collaborative efforts. They 
also have the potential to make students more isolated, 
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diminish interpersonal interactions and weaken the sense of 
community among peers. Below are some comments from 
academics that echo the sentiments of others. 

There is a potential for making students more of 
loners because you have a support system, you 
have a friend. So, why do I have to talk to someone 
else? (Participant 16)

Some students have stopped communicating 
to their friends…they are just focused on their 
laptops…Before ChatGPT, people had to talk to their 
group members, work together to find answers, or 
collaborate as a team. So, I do feel that ChatGPT has 
hindered students’ sense of belonging. (Participant 
3)

I think if GenAI alienates them from their class….I 
think this is a way of getting out of having to 
socialise with their peers. (Participant 5)

These insights highlight that for some students, particularly 
those prone to social withdrawal, GenAI may become a way 
to avoid interaction altogether, limiting opportunities to 
develop vital interpersonal and teamwork skills. This shift 
has broader implications for educational settings, where 
belonging and social connection are essential to deep 
learning and student well-being. These insights align with 
the social constructivist framework (Vgotsky, 1978) that 
considers collaboration as central to the shared construction 
of knowledge.

Discussion 

This study examined how GenAI influences student 
engagement in online higher education through the lens 
of Self-Determination Theory (SDT), using it as a framework 
to interpret educators’ perceptions of its impact on the 
psychological needs of autonomy, competence, and 
relatedness. These perspectives offer an informed, though 
indirect, view of students’ experiences. The complex 
dialectical relationship between the use of GenAI and 
student engagement was evident in the perspectives of 
participants in this study. It also highlights key tensions 
such as autonomy versus dependence, competence versus 
superficial learning, and relatedness versus isolation. The 
findings reveal that while GenAI presents opportunities to 
personalise and enhance learning, its impact is context-
dependent, shaped by user intent, digital literacy, and ethical 
integration within pedagogical practice. Although this 
study is situated in the Australian higher education context, 
many of the participating academics teach in institutions 
with significant international student populations. This 
diversity enhances the transferability of the findings, making 
them relevant to broader global contexts. The challenges 
identified are not culturally isolated, but indicative of wider 
shifts in how GenAI is reshaping student engagement in 
online learning environments.

Autonomy versus technological dependence 

With regard to autonomy, participants recognised GenAI 
tools as useful for supporting independent learning, 
especially through idea generation, grammar enhancement, 
and preliminary research. This aligns with previous research 
(Abbas et al., 2023; Nazari et al., 2021) indicating that GenAI 
can provide tailored, learner-driven support. Many academics 
acknowledged that when students use GenAI purposefully 
by selecting relevant prompts or critically engaging with 
feedback, their sense of control and ownership over their 
learning improves. However, these benefits were balanced 
by concerns about misuse such as over-reliance, diminished 
cognitive effort and academic misconduct, a theme flagged 
in recent studies (Chugh et al., 2025; Foltynek et al., 2023; 
Sullivan et al., 2023). This paradox where students are 
offered more choice through GenAI but often relinquish 
critical agency to the tool raises questions about whether 
such autonomy is authentic. From an SDT perspective, 
this blurring of autonomy and dependence complicates 
the notion of learner agency, suggesting that externally 
supported freedom without meaningful self-direction may 
not truly satisfy the psychological need for autonomy. The 
surface-level learning engaged in by most students using 
GenAI is an impediment to deeper learning that supports 
cognitive development and authentic student engagement 
(Fischer et al., 2024). Consistent with Yang et al. (2024), this 
study emphasises the need to promote student agency and 
argues that SDT and constructivist learning theory should 
inform pedagogical practices. Participants noted that GenAI 
is still at an early developmental stage and lacks the nuance 
needed to support deep cognitive autonomy. This reflects a 
broader issue raised by Chan and Hu (2023), Foltyne et al. 
(2023), Lo (2023), Sullivan et al. (2023), and Yu and Yu (2023): 
that institutions must embed GenAI literacy and ethical 
training to unlock its full pedagogical potential.

Competence versus the risk of superficial understanding 

On the dimension of competence, the findings indicate that 
GenAI can assist in providing real-time feedback, scaffold 
academic writing and improve analytical capacity essential 
in research tasks. Such features are identified as core drivers 
of perceived competence under SDT. Nevertheless, these 
benefits were counterbalanced by concerns regarding 
students’ passive use of GenAI, misinformation, superficial 
understanding of subject content, and a lack of genuine 
engagement or effort, often driven by the desire to complete 
assignments. From an SDT perspective, this disconnect 
may lead to a false sense of competence, where students 
feel efficient through GenAI-generated responses, but 
lack mastery, which is likely to disrupt the feedback loop 
necessary for genuine self-efficacy and intrinsic motivation. 
This compromise of meaningful learning practices risk 
undermining deep learning and critical thinking, a concern 
substantiated by recent studies (Daniel et al., 2025; Han et 
al., 2025; Sullivan et al., 2023; Wu et al., 2024; Zeb et al., 
2024). Importantly, this suggests that effective use of GenAI 
requires clear usage policies, prompt literacy and academic 
training in how to embed GenAI meaningfully within 
curriculum design (Aithal & Aithal, 2024; Chugh et al., 2025; 
Duah & McGivern, 2024; Farrelly & Baker, 2023; Rodriguez-
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Donaire, 2024). Following Biggs (2003), constructive 
alignment in pedagogical practice is important to support 
deep learning in AI-supported educational contexts.

Relatedness versus isolation

The dimension of relatedness presents divergent 
perspectives on the role of GenAI in promoting or inhibiting 
social connections and sense of belonging. On one hand, 
GenAI was perceived as an equalising tool that can assist 
students with language barriers to engage more fully in 
academic discourse, thereby contributing to a more inclusive 
learning environment.  On the other hand, it was critiqued 
for potentially reducing interpersonal interactions and peer 
collaboration. This contradiction suggests that inclusivity 
achieved through GenAI may be functionally different from 
social inclusion achieved through interpersonal interaction, 
raising important questions about the authenticity of 
connection in GenAI-supported learning environments. 
Increasingly, students are turning to GenAI rather than 
classmates for discussion and clarification, which may 
weaken peer-to-peer social cohesion. These concerns reflect 
broader apprehensions that, although GenAI can facilitate 
communication, it may inadvertently erode students’ sense 
of community and belonging if learning environments are 
not intentionally designed to support rather than substitute 
authentic human connection (Alasadi & Baiz, 2023; Khlaif 
et al., 2024; Liu, 2024; Liu et al., 2024). These findings 
highlight the importance of intentional pedagogical design 
in online learning environments that aligns with social 
constructivist theory (Vygotsky, 1978) and Community of 
Inquiry framework (Garrison & Arbaugh, 2007), both of 
which emphasise learning as a collaborative social process. 

To address the tensions identified in the use of GenAI in 
higher education, the study proposes applying constructive 
alignment (Biggs, 2003) as a pedagogical framework, one 
that ensures GenAI is not used in isolation, but purposefully 
integrated into learning outcomes, teaching methods 
and assessment. Framed this way, GenAI can be used as a 
supportive tool to promote deeper learning, real autonomy, 
and meaningful student engagement.

Ethical implications and institutional responsibilities

Interviewees in this study raised concerns about academic 
integrity given the convenience of GenAI tools. Students 
can cut and paste responses from GenAI tools in their 
assessments. The need to provide guidelines for the ethical 
use of GenAI tools has been raised previously (Sullivan et 
al., 2023; Taylor, 2023; Watts, 2023). GenAI tools serve as an 
all-in-one student learning assistant that offers intelligent 
grading and language support for teachers, thereby 
creating a more enriched, interactive, and adaptive learning 
experience. However, to ensure proper implementation 
without overstepping any ethical boundaries, and 
acknowledging that these tools may carry embedded bias, 
GenAI should complement rather than replace traditional 
teaching methods (AlAli & Wardat, 2024; Nguyen et al., 
2022). 

To mitigate ethical risks, institutions should adopt clear 
policies on GenAI use, covering academic honesty, disclosure 
requirements, and acceptable boundaries in assessments. 
Educators can reduce misuse by designing assessments 
that emphasise process over product, such as scaffolded 
tasks, oral defences, and reflections on tool usage. Effective 
integration into teaching and learning also requires the 
development of appropriate pedagogic strategies focused 
on fact-checking, source validation, and critical thinking.

As GenAI technologies become increasingly prevalent, the 
lines between human and machine-generated content are 
becoming more blurred. This poses a challenge and places 
an onus on the educators to establish clear ethical guidelines 
and frameworks to govern the use of GenAI in education 
(Seo et al., 2021). This necessitates a heightened focus on 
GenAI ethics within curriculum design, preparing students 
to become informed users and future developers of GenAI 
technology (Zhang et al., 2022). This includes equipping 
them with the ability to evaluate GenAI outputs, understand 
data privacy risks, identify bias, and use GenAI responsibly. 
Educators have a critical role to play in guiding students 
toward ethical engagement with these technologies. 
Institutions must also ensure that the GenAI platforms they 
adopt are transparent, secure, and include mechanisms for 
accountability when errors or misuse occur.

Conclusion and future directions

This study demonstrates that the influence of GenAI on 
student engagement in online higher education is a complex 
dialectical relationship. When effectively integrated into 
pedagogical practice with clear instructional goals, GenAI has 
the capacity to support the core dimensions of engagement, 
namely autonomy, competence, and relatedness, through 
personalised learning, delivering timely and constructive 
feedback, creating an inclusive learning environment, and 
supporting communication. However, these benefits depend 
on thoughtful instructional design, strong GenAI literacy 
among educators and students, and clear ethical guidelines. 
To realise GenAI’s full potential, institutions need to adopt 
a strategic approach that aligns technological innovation 
with educational values and learning outcomes. Rather than 
viewing GenAI as a replacement for traditional instruction, 
it should be treated as a pedagogical tool that enhances 
student-centred learning, deepens engagement, and 
supports the broader goals of higher education in a digitally 
mediated environment. As suggested in this study, to ensure 
this, pedagogical practice should be grounded in robust 
theoretical frameworks, particularly self-determination 
theory and constructivist learning theory, which can guide 
the meaningful integration of GenAI in higher education.

These insights highlight the need for institutional policies 
that govern ethical GenAI use and provide infrastructure 
for GenAI literacy, including faculty training and curriculum 
design support. At the policy level, national education 
authorities and accreditation bodies should establish sector-
wide standards and accountability frameworks to ensure the 
responsible, transparent, and equitable integration of GenAI 
in higher education.
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As GenAI continues to advance, educators must adapt their 
teaching strategies to effectively incorporate these tools 
into their curricula. This requires ongoing professional 
development and training to ensure that educators are 
equipped with the knowledge and skills necessary to 
navigate the complexities of GenAI in education (Lo, 2023). 
Furthermore, the relationship between students and GenAI 
is dynamic, requiring continuous reflection and adaptation 
to maximise its benefits while mitigating its risks (Lodge, 
2023).

Future research directions emerging from this study include 
the following. First, further empirical studies are needed 
to explore how GenAI literacy and prompt-engineering 
skills shape students’ ability to use GenAI critically and 
meaningfully, in ways that support autonomy and higher-
order thinking. Second, given the diversity of student 
experiences across disciplines, research should investigate 
how GenAI affects engagement and learning outcomes in 
subject-specific contexts, particularly in fields that demand 
high levels of factual accuracy, such as law, medicine, or 
engineering, where misinformation can have significant 
consequences. Third, there is a need to explore newer 
strategies for leveraging GenAI as a tool to promote a sense 
of community and enhance peer collaboration in online 
learning environments. Fourth, future research should also 
examine the extent to which AI-mediated experiences of 
autonomy, competence and relatedness are experientially 
equivalent to those cultivated through human interaction, 
or whether SDT requires adaptation to account for the 
complexities of GenAI-driven learning.
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