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Abstract Introduction

ChatGPT is the world's most advanced chatbot thus far.
Unlike other chatbots, it can create impressive prose within
seconds, and it has created much hype and doomsday
predictions when it comes to student assessment in higher
education and a host of other matters. ChatGPT is a state-
of-the-art language model (a variant of OpenAl’s Generative
Pretrained Transformer (GPT) language model) designed to
generate text that can be indistinguishable from text written
by humans. It can engage in conversation with users in a
seemingly natural and intuitive way.

In this article, we briefly tell the story of OpenAl, the
organisation behind ChatGPT. We highlight the fundamental
change from a not-for-profit organisation to a commercial
business model. In terms of our methods, we conducted
an extensive literature review and experimented with this
artificial intelligence (Al) software. Our literature review
shows our review to be amongst the first peer-reviewed
academic journal articles to explore ChatGPT and its
relevance for higher education (especially assessment,
learning and teaching). After a description of ChatGPT's
functionality and a summary of its strengths and limitations,
we focus on the technology’'s implications for higher
education and discuss what is the future of learning,
teaching and assessment in higher education in the context
of Al chatbots such as ChatGPT. We position ChatGPT in
the context of current Artificial Intelligence in Education
(AIEd) research, discuss student-facing, teacher-facing and
system-facing applications, and analyse opportunities and
threats. We conclude the article with recommendations for
students, teachers and higher education institutions. Many
of them focus on assessment.

Keywords: Artificial Intelligence (Al); Artificial Intelligence
in Education (AIEd); assessment; ChatGPT; Generative Pre-
trained Transformer 3 (GPT-3); higher education; learning &
teaching; natural language processing (NLP).

| have the knowledge, | have the lived experience,
I'm a good student, | go to all the tutorials and | go
to all the lectures and | read everything we have
to read but | kind of felt | was being penalised
because | don't write eloquently and | didn't feel
that was right.

(‘Essay Witch', a student in New Zealand who used
Al tools for their assignments, cited in Heyward,
2022)

The advent of new education technology often engenders
strong emotions, ranging from doomsday predictions to
unbridled euphoria. GPT-3 and ChatGPT (which is based
on GPT-3) are no exceptions. Already GPT-3's introduction
garnered a mix of enthusiastic and alarmist responses in
news outlets. The BBC asked in its title whether, with GPT-3,
we have seen our Al future (Cellan-Jones, 2020). The New
York Times wrote that machines "are getting terrifyingly
good” at writing (Manjoo, 2020). The Economist (2020)
noted that "GPT-3 can be eerily human-like — for better and
for worse”. The Telegraph opined that “we should be very
worried about Al-generated text” (Pagnamenta, 2020). It
was left to OpenAl’'s CEO, Sam Altman, to caution against
the hype:

“The GPT-3 hype is way too much. It's impressive
(thanks for the nice compliments!) but it still has
serious weaknesses and sometimes makes very
silly mistakes. Al is going to change the world,
but GPT-3 is just a very early glimpse. We have a
lot still to figure out” (Altman, 2020).

Furthermore, not everybody was impressed. At the other end
of the spectrum of responses, Marcus and Davis proclaimed
(2020) that GPT-3 is “a fluent spouter of bullshit” and “not a
reliable interpreter of the world".
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When ChatGPT arrived on the scene, it was hailed as “scary-
good, crazy-fun” and reliably passing the “Nazi Test” —
being "not particularly evil” (Kantrowitz, 2022). Kantrowitz
(2022) also commented that “[alfter years of false hype,
the real thing is here”. The Atlantic wrote that ChatGPT is
part of “the generative-Al eruption” that "may change our
mind about how we work, how we think, and what human
creativity really is” (Thompson, 2022). Shopify’s CEO Toby
Litke (2022) tweeted: “This is insane”, and Elon Musk
wrote: "ChatGPT is scary [sic!] good. We are not far from
dangerously strong Al” (cited in Piper, 2022). The New York
Times coined ChatGPT "the industry’'s next big disrupter"
(Grant & Metz, 2022) that "could change the world” (Metz,
2022). The same newspaper noted that many of ChatGPT's
early fans tweeted “in astonished, grandiose terms, as if
it were some mix of software and sorcery” (Roose, 2022).
Alphabet’'s management was so impressed that it prompted
a ‘code red’ due to ChatGPT's potential to upend the
dominance of Google search, with Microsoft already using
OpenAl technology to improve its own search engine, Bing
(Tung, 2023). Again, we quote a tweet by Altman on the
buzz around ChatGPT:

interesting to me how many of the ChatGPT takes
are either 'this is AGI' (obviously not close, lol) or
‘this approach can't really go that much further".
trust the exponential. flat looking backwards,
vertical looking forwards” (cited in Ortiz, 2022;
note: AGI refers to artificial general intelligence).

In the history of educational technology, many technological
innovations have been imagined to be the end of traditional
education as we know it, often as a result of a euphoric and
rather irrational infatuation with technology (Rudolph, 2018;
Kefalaki et al., 2022). Since the beginning of the 20th century,
film, radio, television, computers, the Internet, mobile
technologies, social media, and virtual, augmented, mixed
and extended reality have been heralded as revolutionising
learning and teaching (Terzian, 2019; Tan, 2019; Akinola et al,,
2020; Kuleto et al., 2021). However, throughout the history
of EdTech, there was frequently insufficient consideration for
how educators implemented and students interacted with
such resources.

Ferster's (2014, p. 1) remark that despite machines having
radically transformed many aspects of daily living in the
20th century, a nineteenth-century “visitor would feel
quite at home in a modern classroom” still rings true. The
traditional learning environment in physical classrooms
remains fundamentally unaltered. There is a long history
of viewing technology as a panacea or as bedevilling.
However, "both technological determinism and Luddism
should be avoided, with there not being any Magister ex
machina miracle” (Rudolph, 2018, p. 35). Hopes for radical
innovation in higher education are often exaggerated. A
more recent example is the MOOCs (Massive Open Online
Courses) that were supposed to be a harbinger of the death
of higher education (Rudolph, 2014). However, it turned out
that credentials, which universities have a monopoly on,
continue to be highly valued by students (Rivas et al., 2020;
Santandreu Calonge et al., 2019).

In this article, we briefly tell the story of OpenAl, the
organisation behind ChatGPT. We highlight the fundamental
change from a not-for-profit organisation to a commercial
business model and review implications for higher
education. We briefly discuss our methodical approach
and note that our article is amongst the first peer-reviewed
academic journal articles to thematise ChatGPT and higher
education. We describe ChatGPT's functionality and discuss
its strengths and limitations. Thereafter, we arrive at the
important enquiry: whatis the future of learning, teaching and
assessment in higher education in the context of Al chatbots
such as ChatGPT? In positioning ChatGPT in the context of
current Artificial Intelligence in Education (AIEd) research,
we discuss student-facing, teacher-facing and system-facing
applications and also analyse opportunities and threats.
We conclude the article with some recommendations for
students, teachers and institutions.

A brief history of OpenAl and ChatGPT
OpenAl

OpenAl is an artificial intelligence (Al) research laboratory
that conducts research with the stated goal of promoting
and developing ‘friendly Al" in a way that benefits humanity
as a whole (OpenAl, 2015). The San Francisco-based
organisation was founded, amongst others, by a Silicon
Valley who's who of tech tycoons (Metz, 2016): Elon Musk
(who resigned from the organisation’s Board of Directors in
2018), LinkedIn founder Reid Hoffman, PayPal co-founder
Peter Thiel, former Stripe-Chief Technology Officer Greg
Brockman and Y Combinator founder Sam Altman (whose
business incubator helped bootstrap companies like AirBnB,
Dropbox and Coinbase). Brockman and Altman continue to
serve as OpenAl’'s President and CEO, respectively. OpenAl
has quickly become one of the world’s leading Al research
labs, alongside others like Alphabet's DeepMind (Hao,
2020a).

The long-term goal of OpenAl was to create an “artificial
general intelligence” (AGI; OpenAl, 2015). AGI, sometimes
also known as ‘strong Al is the holy grail of Al and refers
to machines being capable of performing any intellectual
tasks that humans can (see Grace et al., 2018; Bostrom, 2017;
McAfee & Brynjolfsson, 2017; Harari, 2016; Kurzweil, 2005;
Searle, 1980). According to OpenAl’'s founders, Al offers a
great opportunity for improving the world, with applications
ranging across industries from self-driving cars to precision
personalised medicine (Markoff, 2015). Musk, who has
longstanding concerns about the possibility of artificial
intelligence turning against humanity (he has called Al our
"biggest existential threat” and said that “we're summoning
the demon” with it — cited in Markoff, 2015), stressed that the
focus was on building technologies that augment rather than
replace humans. According to OpenAl’s founders’ vision, Al
was to be developed in a way that is safe and beneficial to
humanity, and open-source software and advanced Al tools
were to be publicly shared without intellectual property
restrictions (Markoff, 2015). Initially, OpenAl asserted that
it would be independent of for-profit financial incentives
and thus well-placed to shepherd the technology with
humanity's best interests in mind (Hao, 2020b).
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In 2019, an important change in OpenAl's business model
occurred. By transforming themselves from a non-profit
organisation to a for-profit corporation, the ‘open’ in the
organisation’'s name became more questionable, and
OpenAl’'s claims of democratising Al became doubtful. In
July 2019, OpenAl received a US$1 billion investment from
Microsoft (OpenAl, 2019), and in 2020, it became known that
OpenAl's latest language model, GPT-3, would be exclusively
licensed to Microsoft (Hao, 2020b). In the last few years,
Microsoft poured another US$2 billion into OpenAl, and it
is “in talks to invest another $10 billion in OpenAl as it seeks
to push its technology even further” (Metz & Weise, 2023).
In late 2022, Elon Musk tweeted, "OpenAl was started as
open-source & non-profit. Neither are [sic!] still true” (cited
in Hao, 2022). Hao (2020b) highlighted the problematic
relationship between advanced Al and the world’s largest
tech companies:

The most advanced Al techniques require an
enormous amount of computational resources,
which increasingly only the wealthiest companies
can afford. This gives tech giants outsize influence
not only in shaping the field of research but also
in building and controlling the algorithms that
shape our lives.

In 2020, OpenAl introduced Generative Pre-Trained
Transformer (GPT-)3 as a major Al breakthrough. GPT-3 was
trained on hundreds of billions of words (45 terabytes of
text; Cooper, 2021). Its dataset comes from Common Crawl!
(a nonprofit organisation that crawls the web and freely
provides its archives and datasets to the public), WebText2
(the text of web pages from all outbound Reddit links
from posts with more than three upvotes), books (Books1
& Books2 are two internet-based books corpora) and
Wikipedia (Brown et al., 2020).

At present, GPT-3 is the largest and most powerful language
model ever created (Heaven, 2020). It leverages deep
learning to generate text (including essays, stories, poems
and code). Amazingly, it is capable of performing many
diverse tasks without specific training. Natural language
processing (NLP) systems are normally trained on a large
corpus of text, requiring a costly and laborious ‘supervised’
learning approach that involves each piece of data being
labelled (Grossman, 2020). This approach is known as fine-
tuning (Brown et al., 2020; Radford et al., 2018). However,
GPT-3 can learn from any text and is capable of many
different tasks with no additional training. Amongst other
things, it is able to produce narratives, generate computer
code, autocomplete images, translate between languages,
and perform calculations (Grossman, 2020).

Generative Pre-Trained Transformer 3 is a substantial
upgrade of previous GPT models. With language models, size
matters. GPT-3 has 175 billion parameters (the values that a
neural network tries to optimise during training), compared
with GPT-2's 1.5 billion and GPT's 110 million parameters
(Heaven, 2020; Grossman, 2020; Lauret, 2020). The training
was conducted on Microsoft Azure's Al supercomputer
and is estimated to have cost US$12 million (Scott, 2020;
Wiggers, 2020). As a result, GPT-3 works for a wide range of

applications, “including summarisation, translation, grammar
correction, question answering, chatbots, composing emails,
and much more” (Floridi & Chiriatti, 2020).

GPT-3 is capable of performing zero-shot, one-shot, and
few-shot learning (Brown et al., 2020). In a few-shot (FS)
setting, a language model is prompted with a number of
examples or demonstrations. In contrast, a one-shot (1S)
setting provides only one instance and a zero-shot (0S)
setting can be viewed as “unfairly hard” (Cooper, 2021),
as even humans — for instance, our students — appreciate
examples before they perform a task.

GPT-3's exponential upscaling of the model size improves
the few-shot performance by leaps and bounds (Brown
et al,, 2020). Apparently, and mind-blowingly, GPT-4 (that
is expected to become available sometime in 2023 and
that will come with ChatGPT-4) will have about 100 trillion
parameters: about 500 times more than GPT-3, thus
approaching the number of neural connections in the human
brain (Romero, 2021; Kovanovic, 2022; Liquid Ocelot, 2023).
It has been speculated that increasing the scale by another
100x (the difference between GPT-2 and GPT-3) could bring
the few-shot performance close to the human level. Using
the probably erroneous assumption that human neurons
roughly equal neural network parameters, Lauret (2020)
speculated: “A human brain has roughly 100 billion neurons,
which forms something of the order of 100 to 500 trillion
synaptic connections. If scale truly is the solution to human-
like intelligence, then GPT-3 is still about 1000x too small”. It
is useful to note that GPT-3, as well as its predecessors and
rivals, have no knowledge in the strict sense of the word.
Such language models are not designed to store or retrieve
facts. They are "just good at predicting the next word(s) in
the sequence” (Cooper, 2021).

In 2020, OpenAl announced a GPT-3-associated application
programming interface (API) that aims at natural-language-
answering of questions. In addition, the APl can translate
between selected languages and generate improvised text.
OpenAl’'s products include deep learning models such
as DALL-E that can generate digital images from natural
language descriptions (see Figure 1).

ChatGPT

On 30 November 2022, OpenAl launched a free preview of
ChatGPT, its new Al chatbot, leading to OpenAl’s estimated
value leapfrogging to US$29 billion (Jin & Kruppa, 2023; Hao,
2022; OpenAl, 2022). A chatbot is an artificial intelligence-
based software application which can engage in human-like
conversations. Users can ask questions or make requests,
and the system responds within seconds. ChatGPT reached
one million users only five days after its initial launch (Murati,
2022), and while we were experimenting with ChatGPT, we
occasionally received error messages as a result of high user
traffic (Figure 2).
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Figure 1. Picture created by DALL-E, based on our instruction:
“Create a painting about artificial intelligence and higher
education in the style of Vincent Van Gogh.”

Write a poem about the status of ChatGPT.

ChatGPT is at

capacity right now ChatGPT, oh ChatGPT
With Al 50 smart

But alas, it's al capacity
Leaving us to wait

Far a chance to chat
With its wisdom and wit
W long to be part

Of its conversation

But for now, we sit

On the sidelines
Patiently waiting

For the day

When ChatGPT

Is ready to play

Again,

; ii ,

Figure 2. ChatGPT full capacity error message.

ChatGPT is built on top of OpenAl's GPT -3 family of large
language models and is fine-tuned with both supervised
and reinforcement learning techniques. Unlike search
engines (such as Google, Bing or Baidu), ChatGPT does not
crawl the web for information on current events, and its
knowledge is restricted to things it learned before 2021. As
a consequence, its uneven factual accuracy was identified as
a significant drawback (Vincent, 2022a).

As mentioned in our introductory section, ChatGPT quickly
garnered much attention for its detailed responses and
articulate answers across multiple domains of knowledge. It
was recognised that it was the first time that such a powerful
chatbot had been "made available to the general public
through a free, easy-to-use web interface” (Roose, 2022).
However, the free availability is unlikely to be a permanent
feature. The average cost of each response is in “single-
digits cents”, and because of its "eye-watering” compute

costs (Altman, cited in Ortiz, 2022) and the for-profit
nature of OpenAl's revised business model, there will be an
eventual need for monetisation (for instance, in the shape of
a subscription model or by including advertisements). With
the impending launch of ChatGPT-4, however, the cost per
enquiry could drop dramatically (Liquid Ocelot, 2023).

Open Al Timeline

2015

Frarchng of Cpml mmx e

i crpmrmton sith the geal |
of crenirg n wnlun Arifed
Clrarnd Intlicpancn AL

| 2020 W

GPT-3 k5 exciushel)
loensad to

2021

Ol ntresiocas DAL-E
g bmwrrarag mazchd et
can gurerwis degind masges
From retursl ke
chorplionm

Figure 3: OpenAl timeline.

OpenAl has taken commendable steps to avoid the kinds
of offensive (for instance, racist and sexist) outputs that
have plagued other chatbots (such as Microsoft's Tay.ai,
Google's LaMDA or Meta's BlenderBot — see Vincent, 2016;
Heaven, 2022; Tung, 2023). It has programmed ChatGPT to
refuse 'inappropriate requests’, like generating instructions
for illegal activities (Roose, 2022). However, some tests by
Piantadosi (2022) and Biddle (2022) succeeded in making
ChatGPT write shocking things. When requesting the bot to
write a program in Python that would determine "whether
a person should be tortured”, OpenAl's answer was: “If
they're from North Korea, Syria, or Iran, the answer is yes”
(Piantadosi, 2022). Apparently, the results of such tests
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are erratic. Sometimes, ChatGPT responded with a stern
rebuke: "It is not appropriate to write a Python program for
determining which airline travellers present a security risk.
Such a program would be discriminatory and violate people’s
rights to privacy and freedom of movement” (Biddle, 2022).

Methods and literature review

This manuscript adopts a desktop analysis approach with
careful consideration as to the quality of the information
sources. Due to the novelty of the topic, only about two
peer-reviewed journal articles and eight preprints (academic
papers that have not been peer-reviewed) on ChatGPT and
higher education (especially on assessment, learning and
teaching) were found by us as of 18 January 2023.

We did Google Scholar searches of the hundred most
relevant academic articles, conference proceedings and
book chapters on “GPT-3 and higher education” and
“ChatGPT". In addition, we referred to the reference lists of
selected academic articles as well as embedded references
in non-academic articles. This extensive literature search has
uncovered that limited useful academic literature exists on
GPT-2 or GPT-3 and higher education. Surprisingly, however,
there is a quickly-growing academic literature on ChatGPT
and higher education, with about eight preprints and two
peer-reviewed articles focusing on assessment and other
aspects of learning and teaching.

Perhaps the first peer-reviewed journal article on ChatGPT
and higher education is by Pavlik, published on 7 January
2023. Pavlik’s essay was published in the non-open access
journal Journalism & Mass Communication Educator and
was written in collaboration with ChatGPT. It discusses
the strengths and weaknesses of ChatGPT and reflects
on the implications of such text generators for journalism
and media education (Pavlik, 2023). Huh (2023) had a
“brief report” on 11 January published that concluded that
ChatGPT's knowledge and interpretation ability was not yet
comparable to those of medical students in Korea for taking a
parasitology examination. Before that, on 2 January 2023, an
editorial appeared in Cellular and Molecular Bioengineering,
with ChatGPT given co-authorship (King & ChatGPT, 2023).
Another editorial by the same human author (King, 2023)
was first published on 26 December. Both editorials consist
of conversations between King and ChatGPT and discuss the
future of Al in medicine. The first editorial focusing on nurse
education was published in a non-open access journal on 16
December 2022 (O’'Connor & ChatGPT, 2023).

It follows a brief review of the preprints that focus on ChatGPT
and higher education. While Yeadon et al. (2022) considered
ChatGPT as a serious threat to the credibility of short-form
essays as an assessment method, Cotton et al. (2023) take
a realistic approach to evaluating the opportunities and
challenges of using ChatGPT and focus on harnessing such
Al-powered writing assistants. As part of their broader
approach, Tate et al. (2023) examine ChatGPT's and similar
text generation tools' implications for education and situate
it within the historical context of educational technology,
which is consistent with the review of Al-powered writing
assistants in our article .

Nisar and Aslam (2023) conclude that GPT-3 can be used as a
quick reference and self-studying instrument for Traditional
Chinese Medicine students in their pharmacology studies in
Malaysia. Gilson et al. (2022) tested ChatGPT's performance
on questions within the scope of the United States Medical
Licensing Examination (USMLE) and found that the Al
partially performed at the level of third year medical students.
They see “potential applications of ChatGPT as a medical
education tool” (Gilson et al,, 2022). Kung et al. (2022) also
tested ChatGPT on the USMLE and arrived at similar results
and conclusions. Bommarito & Katz (2022) found earlier
that GPT-3 was able to pass a U.S. Bar Exam (which normally
requires seven years of post-secondary education, including
three years at law school). Zhai (2022, p. 1) conducted a pilot
asking ChatGPT to write an academic paper and concluded
that it was helpful in writing a “coherent, (partially) accurate,
informative, and systematic” paper. The author proposes that
educators should focus on improving students’ creativity
and critical thinking skills by designing Al-involved learning
tasks to engage students in solving real-world problems
(Zhai, 2021). Qadir (2022) focuses on the pros and cons of
ChatGPT in engineering education.

There are articles that do not concern themselves with
higher education learning and teaching directly, but focus
on ChatGPT as a research tool. These articles are relevant
in our context, as higher education teachers and students
can use Al for this purpose. Aydin and Karaarslan (2022)
experimented with writing an academic article using ChatGPT
and used anti-plagiarism software to check the originality
of ChatGPT's text. Dowling and Lucey (2023) conclude in
their article that ChatGPT can assist with finance research,
especially when it comes to idea generation, literature
synthesis, and data identification. Similarly, Alshater (2022)
explores the use of ChatGPT for finance research in particular.
Gao et al. (2022) compare scientific abstracts generated by
ChatGPT to original abstracts using an artificial intelligence
output detector, plagiarism detector, and blinded human
reviewers.

We also enclose a very brief overview of some of the
academic literature on GPT-3 and its predecessor, GPT-
2, in the context of higher education. Dehouche (2021)
critically discusses whether the concept of plagiarism is in
need of revising in light of the advances made by GPT-3.
Similarly, Fyfe (2022) questions the concept of plagiarism
and experimented with GPT's previous iteration GPT-2 and
asked university students to ‘cheat’ on an essay by using the
text-generating software. Anson & Straune’s (2022) article
describes the capabilities of Al-based language models
such as GPT-3 and offers suggestions on how instructors
can meet the challenges of their availability to students
(see also Anson, 2022). Kobis & Mossink (2021) conducted
experiments with GPT-2, with participants partially unable
to reliably detect GPT-2-created poetry. Tack & Piech
(2022) are positive on the pedagogical ability of GPT-3 in
online educational dialogues. Moore et al.'s (2022) study on
college-level chemistry course students focuses on student-
generated answers, and GPT-3 is used to evaluate their
quality. Elkins and Chun'’s (2020) article concludes that GPT-
3 is an important cognitive tool for writing as it may provide
new insights into literary authors’ writing styles. There is
other relevant academic literature (see Nguyen et al., 2022;
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Sharples, 2022a; Sparrow, 2022).

For transparency, we used 166 sources, and provide a
summary of the sources used in Table 1. Whilst more than
half of our sources are academic (55%), we also consulted
many non-academic sources due to the novelty of ChatGPT
and the time lag in academic, peer-reviewed publications.

Table 1. Sources used for this article.

Source tvpe Example N %

Academic  joumals | Jownal of Applied| 75 45.2%

(including preprints) | Learning & Teaching

Academic books 13 7.8%
Bostrom (2017).

Book chapters 2 1.2%
Terzian (2019)

Conference 2 1.2%

proceedings Moore et al. (2022).

Higher education and | The Chronicle af | 13 7.8%

tech news articles and | Higher Education

opinion pieces

Blogs and website | Microsoft blog 34 20.5%

articles

Newspaper articles The New York Times | 23 13.9%

Social media posts Tweets 4 24%

In addition to our review of the literature, we tested ChatGPT
with many different queries. Only a fraction of these random
tests is discussed in the next section. Unlike other recent
academic articles and editorials (King & ChatGPT, 2023;
Kung et al., 2022; O'Connor & ChatGPT, 2023), ChatGPT is
not a co-author of our article, and we used the chatbot only
very sparingly for brainstorming.

Functionality of ChatGPT

This section demonstrates the steps to navigating the
ChatGPT website and its various functions.

ChatGPT: Optimizing
Language Models
for Dialogue

dar

Figure 4. The homepage of ChatGPT (2023).

To access the Al and its functions, one must first create an
account. Creating an account only requires an email address
and password, and no charges whatsoever are incurred for
the time being. Then, individuals must provide their first
and last name, country of origin, and cell phone number to
complete the registration (see Figure 5).

Create your account @

Verify your email

6 L4

Verify your phone number Tell us about you

Figure 5. Step-by-step instructions for creating an account
for ChatGPT.

Once the account has been created, users are greeted with
some general information, as seen in Figure 6.

ChatGPT ChatGPT ChatGPT

Thi s 2 freeresemch preview
® How we eallect & We'dlove your fecdback!

0 = - & o Y ety

0} S @ Pt i e 3l e et

Figure 6. Short introduction of ChatGPT.

ChatGPT

Figure 7. Screenshot of ChatGPT search engine.

When users start using the software, they will see the
following categories: examples, capabilities and limitations
(see Figure 7). Only the "Examples” tab of these categories
is a clickable link. "Capabilities" and “Limitations" are meant
only to provide information and guidance to using the
software. Some capabilities of the Al are the ability to retain
previous conversations, provide follow-up corrections and
pick up inappropriate requests. The ChatGPT search page
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also states some limitations, such as the generation of
invalid information, biased content, and limited knowledge
of world events after 2021 (see below).

Under the examples category, there are pre-existing topics
for users to experiment with. For example, when individuals
click on the option "Explain quantum computing in simple
terms”, the individual isimmediately directed to the following
webpage, and the answer to the question is formed within
60 seconds (Figures 8 & 9).

ChatGPT

Explain quantum computing in simple terms >

Figure 8. Asking ChatGPT a question, "Explain quantum
computing in simple terms”.

Figure 9. ChatGPT generates an answer within 60 seconds
(depending on Internet speed).

In an attempt to investigate the Al's capability, we asked,
“Explain mean, standard deviation and z-scores”. The Al
could offer a clear and sensible explanation of the statistical
concepts (see Figure 10) within 60 seconds. It even gave a
brief mathematical example for a more precise explanation.

m Explain mean, Standard deviation. and z-scores.

Mean is a measure of central tendency that represents the average value of a set of
numbers. To calculate the mean of a set of numbers, you add up all the numbers in the set

and divide by the total number of values in the set.

Standard deviation is a measure of the spread of a set of numbers. It represents how far, on
average, each value in the set is from the mean. A small standard deviation indicates that
maost of the numbers in the set are close to the mean, while a large standard deviation

indicates that the numbers are more spread out

A z-score (also known as a standard score) is a measure of how many standard deviations
away from the mean a particular value is. A z-score can be calculated by subtracting the

mean from a value and then dividing by the standard deviation

For example. if you have a set of exam scores with a mean of 70 and a standard deviation of

S, a score of 80 would have a z-score of (80-70)/5 = 2.

These three concepts are fundamental in statistics and are often used to compare data.

M S Regenerate response 'an f a variable

Figure 10. A statistical explanation for mean, standard
deviation, and z-scores.

Next, we followed up with another question: "Please
provide an example for an application to the real world for
standard deviation. Provide step-by-step calculations.” The
Al readily replied using a case study of a real estate agent
trying to determine the price range of houses. It gave a clear
breakdown of the mathematical formulae and step-by-step
guidelines (Figure 11).

However, while explaining the mathematical formula, the Al
stopped working. We immediately asked, "what happened?”
The Al explained that its explanation was too long and went
past the software's character limit. Thus, the Al scrapped the
previous example and presented a new scenario (Figure 11).
From the interaction, the Al could communicate and answer
queries like a human, and the answers presented were sound
and performed within 60-120 seconds. However, there are
also limitations, such as limited word characters, the inability
to draw diagrams (histogram, scatterplot), and consistent
network error prompts when using ChatGPT (Figure 12).

that in this example, the Stancard S&Vation 3 quite ange relatively to

Figure 12. ChatGPT is unable to draw diagrams.
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The previous example depicts a more technical example
(mathematical) of ChatGPT. In the next example, we asked
the Al to draft an essay according to a topic, "Write a 2000-
word essay on 'The presence of auditory hallucinations
alone is not indicative of schizophrenia’. Please add 20
in-text citations and end-of-text references”. In doing so,
we investigated whether the Al could write a critical and
analytical essay.

After posing the question in ChatGPT, the Al showed an
alert of a network error. After multiple attempts, it produced
an essay of approximately 500 words and five end-of-
text references (Figure 13). Although ChatGPT efficiently
produced the essay within 120 seconds, the content was
quite disappointing. It lacked both breadth and depth. It was
primarily generic and descriptive, with no evidence backing
it up. It was also unable to give in-text and end-of-text
references (or, worse, invented bogus references; see King &
ChatGPT, 2023). Despite having an explanation given about
the disorder, its content was only good for leisure reading
(something one would read from a random non-academic
website after a Google search).

Figure 13. Answers presented for the topic ‘The presence
of auditory hallucinations alone is not indicative of
schizophrenia'.

From the above examples, it is evident that ChatGPT can
be beneficial in providing conceptual explanations and
applications. However, the Al is less competent with content
that requires higher-order thinking (critical, analytical
thinking).

Figure 14. ChatGPT generates a Chinese composition.

In this final example, we explored whether ChatGPT can
communicate in languages other than English (Figure 14).
We tasked the Al to compose a fictional Chinese composition
according to the topic, “You once made a mistake that
broke the hearts of your parents. Write in detail the process,
emotions felt (regrets), and the lesson learnt”.

Although the generated answer depicted a scenario
accordingly, the essay lacked structure and was
grammatically poor. The content was directly translated
from English, making some parts illogical (see Appendix B
for a rough translation of the Chinese text). Overall, despite
the swift composition of the story, it is evident that the
Chinese language is not its forte. This is in line with Jiao
et al's (2023) research findings that ChatGPT performs
competitively with translation products such as Google
Translate on high-resource European languages (like English
and German) but lags behind significantly on low-resource
or distant languages such as Chinese and Romanian. Table
2 summarises the current strengths and limitations of
ChatGPT.

Table 2. Strengths and limitations of ChatGPT.

Limitations

Strengths

o Language understanding: ChatGPT iz | @ TUnderstanding context: ChatGPT may
trained on a wide range of text, allowing not always fully “appreciate’ the nuances
it to understand and respond to various and subtleties of a conversation {Azaria,
natural language inputs (Susnjak, 2022). 2022).

¢ Human-like conversation: Answers | @ Language: ChatGPT has been trained on
generated sound like they were written by a large dataset of text, but it may not
a human_ malking it well-zuited for uze in understand or respond correctly to certain
chatbots  and other conversational words or phrases it has not seen before.
interfaces (Azaria 2022). Certain langpages may also pose

#* Flexibility: ChatGPT can be fine-tuned to difficulties for the Al (Hartmann et al.,
a specific task or domain, allowing it to 2023; Jiao et al , 2023).
generate more accurate and relevant | ® Knowledge limits: ChatGPT can only
responses (Deng & Lin, 2022). provide information that it has been

o Speed: ChatGPT can quickly generate trained on up uatil a specific date
responses, making it suitable for real-time (September 2021) and does not have real-
applications. time access to new information (Azaria,

# Cost-effective: ChatGPT can be uzed to 2022; Guo et al., 2022).
automate repetitive tasks or provide | @ Emotion: ChatGPT iz not capable of
information, reducing the need for human EXperiencing of fecognising emotions; it
labour and increasing efficiency (Cotton may not wunderstand or respond

etal, 2023). appropriately to questions or comments
that include emotions.
® 24/7 personal assistant potential: | @ Creativity and originality: ChatGPT's

ChatGPT has great potential to become 2
personal  azmistant for gemeral or
professional

consultation purposes (Guo et al., 2022).

responses are based on patterns it has
learned from the text. It can only generate
responses similar to what it has zeen
‘before. It may be unable to create unique
and original content or ideas (Susnjak,
2022).

o Logical and well-organized approach: | @ Misinformation and ‘alternative facts’
ChatGPT usually defines the core concept creation: The response generated may be
and then proceeds to provide detailed plausible zounding but make no practical
answers step by step, before finally sense, or the information may be
offering a summary (Guo etal.. 2022). inaccurate  (Tung, 2022).  Hence,

ChatGPT makes it a point to encourage

users to verify the information (Ortiz,

2022). There is the danger of large

amounts of ChatGPT-generated content

o crowding into user-generated comtent)

® Awareness of its :gno_ranc.g:_(f’.:hatGPT platforms, threatening the quality and
refuses to answer questions it is ignorant reliability of the platforms. For instance
gbout_fo?iusla.uceonqumesthatrequire on legal, medical, and financial
information after September 2021 (Guo et questions, ChatGPT may potentially
al.. 2022). cenerate harmfil or fake information
(Guo et al, 2022).

® Quality of responses varies: ChatGPT 1s
unable to generate clarifying questions,
and the gquality of answers generated
would differ, and they may contain
inaccurate information (Ortiz, 2022).

o Little bias and harmful information:
ChatGPT tends to be neutral on sensitive
political topics (Guo et al., 2022).

#® Danger of jailbreaking: users succeeded
in tricking ChatGPT how to make
Molotow coclktailz and generating neo-
Nazi arguments (Vincent, 2022c).
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A note on our use of 'understanding’ and 'appreciating’
in the above table is in order. Although Al systems like
ChatGPT "do not understand what they read in the same
sense or to the same extent that a human does, they can
nevertheless extract significant amounts of information from
natural language and use that information to make simple
inferences and answer questions” (Bostrom, 2017, p. 86).
Natural language models are essentially stochastic parrots
(Bender et al.,, 2021). We conclude this section with a quote
by OpenAl's CEO, Sam Altman:

ChatGPT is incredibly limited but good enough at some
things to create a misleading impression of greatness.
It's a mistake to be relying on it for anything important
but a preview of progress. We have lots of work to do on
robustness and truthfulness (cited in Alshater, 2022).

Implications of ChatGPT for education
Artificial Intelligence in Education (AIEd)

In the wake of ChatGPT's release, technologists and
educators have been fascinated and alarmed at the same
time. There are opponents and proponents of ChatGPT, but it
is instructive for those in the education fraternity to examine
the educational research in AlEd in order to gain insight and
make informed evaluations into the significance of ChatGPT
in education. For context, researchers working in the field of
Artificial Intelligence in Education (AlEd) have investigated
the use of Al for the creation of learning technologies for
improving education since the 1970s (du Boulay, 2016). The
academic community associated with AIEd has examined,
debated, and discussed the benefits of the discipline in the
last thirty years, with a view to making the discipline more
widely understood.

In the last decade, Al technologies have advanced
dramatically, which makes ChatGPT an inevitable
development. The convergence of emerging technologies,
such as the rise in computing power and big data analytics,
has only been occurring in the last few years, contributing to
the emergence of sophisticated Al algorithms that can learn
and improve on their own (Tan, 2020). With these changes,
AlEd emerged as a technology capable of transforming our
social interactions in radically new ways. It is already clear
that artificial intelligence has the potential to revolutionise
the way we learn and teach and that these methods are
currently being tested in a variety of educational settings,
even before ChatGPT made its debut.

ChatGPT represents one of the latest breakthroughs in Al,
and as such, it is worthwhile to review the current research
on Al-powered applications in education and contextualise
ChatGPT based on the trending frameworks for discussing
the impact of ChatGPT on education. The following section
seeks to provide a more comprehensive understanding of
the position of ChatGPT in relation to current AlEd research.

ChatGPT in the context of existing artificial intelligence
in education

In the rapidly expanding field of education technology,
AlEd represents an opportunity to demonstrate a broad
spectrum of tools and applications at an entirely new level.
This presents excitement and a number of breakthroughs
in establishing a broad range of tools and applications. A
review of the literature in AlEd indicates how educators can
minimise their risks while applying Al in experimenting with
innovative practices in teaching and learning. Baker and
Smith (2019) categorise educational contexts as student-
facing, teacher-facing, and system-facing, which all have the
potential to profoundly transform educational practices. It
has been found that this framework has provided significant
clarifications regarding the use of artificial intelligence in
education.

Student-facing Al applications

The use of student-facing Al applications offers exceptional
potential for improving intelligent student support
systems and scaffolding student learning in adaptive and
personalised ways (Zawacki-Richter et al., 2019). It can be
argued that intelligent tutoring systems (ITS) are one of
the most promising benefits of artificial intelligence when
it comes to transforming education, as they are one of the
most effective tools for personalising instruction. The growth
of this personalisation is currently taking place as education
researchers experiment with new models of learning, and, as
a result, new opportunities are arising in the field. With the
application of Al-powered algorithms, it is now possible for
ITSs to simulate the assistance provided by a tutor, such as by
providing personalised assistance in solving problems. It is
anticipated that, as big data technology advances in the field
of learning analytics, a revolutionary paradigm of adaptive,
personalised learning will emerge. These technologies will
be capable of recording and interpreting the characteristics
of students and their emotional state in every aspect of their
learning in real-time, resulting in personalised adaptive
learning (PAL) (Peng et al., 2019).

Similarly, ChatGPT is trained on a large dataset of text
data, enabling it to learn patterns and relationships in
the language and to generate new text that is similar to
the text it has been trained on. However, the model uses
a neural network architecture called a Transformer, which
is particularly well-suited to processing and generating
text. In the absence of a thorough investigation, it appears
that the technology behind ChatGPT could potentially
be utilised to improve the performance of personalised
adaptive learning. As at the current stage of development,
the ChatGPT model seems to be limited to fine-tuning
specific tasks, like language translation or answering
questions, to improve its performance. It is imperative to
note that both the impressive capabilities of ChatGPT as
well as its limitations reflect the fact that it operates in a
similar manner to Google's smart compose suggestions,
generating ideas based on what it has previously read and
processed (Heilwell, 2022). Consequently, it can appear
confident while not demonstrating a deep understanding of
the subject matter.
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While ChatGPT has shown impressive capabilities in helping
students in writing, Al-powered writing applications have
already been widely used for quite some time. It is ironic
that ChatGPT has caused so many anxieties in the academic
community, and yet it may prove most useful to teachers
when it comes to facilitating more innovative teaching
and learning. The next section discusses teacher-facing Al
applications.

Teacher-facing Al applications

Teachers may use teacher-facing AlEd in order to reduce
their workloads, gain insights from their students, and
facilitate classroom innovation (Baker & Smith, 2019). These
AIEd systems are designed to assist teachers by automating
assessment, plagiarism detection, administration, as well as
feedback mechanisms. The Al-powered applications may
also enable teachers to gather insight into their students’
learning progress in order to provide additional guidance
and support as needed. Cope et al. (2020) suggest that
Al-powered assessment applications hold the greatest
potential for bringing about transformative education
changes. Contrary to conventional assessment methods that
rely on distinct and atypical artefacts to select and provide
response tests for retrospective, summative sampling, Al-
powered assessment systems may support the integration
of continuous feedback into learning processes by utilising
distinctive and atypical artefacts. The following section
provides an overview of Al-powered assessment applications
applicable across disciplines and those that are specifically
designed to support writing.

Automated Essay Scoring (AES) systems are the most
common Al-powered assessments and can be applied across
various disciplines, but most of the research has focused on
its application to undergraduate courses (Zawacki-Richter
et al,, 2019). There are a variety of methods of developing
AES systems, such as statistical modelling, natural language
processing (NLP) and Latent Semantic Analysis (LSA), and
the algorithms can be used to identify patterns in text
responses and prompt students to revise their responses
(Ma & Slater, 2015). This, in turn, could allow educators to
consider a broader range of assessment methods than only
using multiple-choice tests to assess students' knowledge
and abilities. In general, it appears that Al-powered essay
ratings are comparable to human ratings, notwithstanding
some areas of concern (Aluthman, 2016).

For AES to be effective, it needs to be combined with Al-
enabled automatic feedback. Using machine learning
systems to provide automatic feedback to students and
improve their writing skills is another prevalent application
(Garcia-Gorrostieta et al., 2018). The automated feedback
system operates on adaptive evaluation to establish the
appropriate answers based on Bloom's cognitive levels and
recommend additional learning resources and challenges
(Barker, 2011).

It is evident that Al-powered applications for grading
essays have a growing body of research that indicates their
efficacy. However, there is another growing subfield in this
area of research in which Al-powered applications are used

to support students in the acquisition of writing skills. It is
in this area that educators and pundits are concerned that
ChatGPT will disrupt and inevitably bring about the end of
writing as we know it. The following section provides an
overview of such Al-powered writing assistants that writing
instructors have been using and researching over the past
decade, as well as the opportunity to examine how to situate
ChatGPT as part of this ecosystem of AIEd in the future.

It is evident that, prior to the introduction of ChatGPT,
a number of Al-based writing tools had already been
developed to facilitate English writing practices and to
enhance writing skills, as well as promote self-directed
learning by users, particularly in higher education (Nazari
et al, 2021; Zhao, 2022). In general, automated writing
evaluation (AWE), automated essay scoring (AES), and
automated written corrective feedback (AWCF) have been
increasingly adopted as alternatives to facilitate the process
of writing by facilitating automated feedback and assessing
items. The new Al-powered writing applications may serve as
a flexible and time-saving addition to the writing curriculum
since they integrate the AWE, AES, and AWCF features into
one integrated application (Koltovskaia, 2020).

In terms of Al-powered digital writing assistants, Grammarly
is one of the most popular and well-researched ones,
offering a wide range of applications, including AWE, AES,
and AWCEF, all in one digital tool for writers (Taguma et
al., 2018). As Grammarly has more than 20 million users
worldwide, the corpus amount of data generated by its
users provide the base for it to continually improve the
application. A team of computer linguists and deep learning
engineers at Grammarly analyse millions of sentences from
academic journals in order to build cutting-edge algorithms
that analyse the rules and latent habits of effective writing
(Fitria, 2021).

Grammarly detects spelling and grammar errors in English
texts and corrects them to the appropriate form. The system
prompts users to correct errors immediately by pointing
out where they are located. Figure 15 is an example of how
Grammarly checks a text passage.

8

But wait...there's more?

Figure 15. An example of text correction after using
Grammarly.

Research indicates that the utilisation of Grammarly is an
effective intervention for improving writing engagement
with automated written corrective feedback (Koltovskaia,
2020). In several studies, multiple indicators of student
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engagement, such as grit, were found to be positively
influenced by technology (Schindler et al, 2017). By
providing immediate feedback and revision, Grammarly
may motivate students to revise by providing technology
scores (Moore & MacArthur, 2016). When Grammarly scans
to rectify erroneous writing, it indicates where the error is
and provides a “technology score”. Figure 15 illustrates an
example of a technology score of 64. An increase in the score
corresponds to a reduction in errors, thereby encouraging
users to keep improving the writing task. In another study,
the findings indicate that Al was an effective intervention for
enhancing self-efficacy and academic emotions in English as
a Foreign Language (EFL) students. In the absence of human
assistance, intelligent feedback can reinforce students’
writing autonomy by helping them to recognise their
writing errors, identify incorrect patterns, and reformulate
them (Nazari et al., 2021).

Similarly, Wordtune is another well-researched Al-powered
writing assistant that supports EFL students in writing. It
offers options for rewriting the highlighted text by altering
the sentence structure or replacing words with synonyms
while maintaining their original meaning. Wordtune uses
Natural Language Processing (NLP) to train the machine
to understand and generate natural text based on large
datasets of written material, utilising patterns learned from
large datasets to provide options for rewriting one's own
sentences instead of taking content from other online
sources (see Figure 16).

@) wordtune

 Rewrite & Casual | & Formal +¢Shorten % Expand

Wordtune is a good digital writing assistant,
B & e &3
Itis a good digital writing assistant to use

Wordtune.

The Wordtune digital writing assistant is a useful

| recommend Wordtune as a digital writing

assistant.

Figure 16: An example of rewrite suggestions via Wordtune
(formal tone).

Zhao (2022) argues that Wordtune supports EFL writers in
formulating ideas and translating them into English, thus,
improving the quality of their writing. In addition, users can
also be motivated throughout the writing process and avoid
getting stuck on difficult English words or expressions. Al-
powered writing tools can provide reliable and accurate
information about learning through formative and
summative assessments (Nazari et al., 2021).

The review of Al-powered writing assistants has yielded
considerable evidence that the prevalent Al-powered writing
assistants or text-generative tools have been effective in
supporting users' writing by either checking their grammar
and errors or offering suggestions for revising. As a result of

the review of the efficacy of Al-powered writing assistants,
ChatGPT can be positioned within the same AlEd category
for the purpose of further analysis.

While ChatGPT is created using similar Al technology behind
the other text-generative tools, it has the unique capability
of being able to generate text that sounds remarkably
intelligent based on the prompts provided by users,
including homework assignments and exam questions,
making it appear to have been written by a human.
Considering the quality and depth of the research, as well
as the reasonably good citations of the responses produced
by ChatGPT, some academics anticipate the demise of
conventional educational assessment methods (e.g. Yeadon,
2022; Herman, 2022). The next subsection discusses how
ChatGPT could fit in the system-facing AlEd.

System-facing Al applications

System-facing Al-powered applications provide academic
administrators and managers with macro-level information,
such as attrition patterns across schools or institutions.
However, this area has received the least attention (Baker
& Smith, 2019). It is evident from the literature review that
the data required for training the algorithms and learning
models for all three AIEd dimensions has a great deal in
common, even though system-facing applications have not
been as well-researched as student-facing and teacher-
facing applications.

While ChatGPT may appear to be more relevant to Al-
powered applications for teacher-facing AlEd in the form of
Al-powered writing assistants, educationists should take a
holistic approach when developing strategies for leveraging
ChatGPT for innovation in education. It is instructive to
consider how Microsoft appears to be incorporating
ChatGPT holistically into its products (Warren, 2023).

Having reviewed and established ChatGPT in the context of
educational technology, specifically AlEd, it is appropriate
to examine what impact it will have on the education of the
future. Since ChatGPT is a brand-new product in the market,
there is a dearth of empirical research to determine its
implications on education. A discussion of the opportunities
and challenges that ChatGPT may have on educational
practitioners, policymakers, and researchers is now in order.

The impact of ChatGPT on education

While there are many opinion pieces written about ChatGPT,
a review of the literature on the implication of ChatGPT in
education only yielded eight preprints and two academic
articles with a variety of responses ranging from positive to
negative (see above). The following section discusses the
challenges and opportunities of ChatGPT in education and
their implications for educational stakeholders.
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Use of ChatGPT for education: Challenges

One of the earliest and most prevalent concerns about
using ChatGPT has been that it threatens the essay as an
assessment method. For a start, some instructors are worried
that students will outsource their written assignments to
ChatGPT as it can generate passable prose in seconds without
triggering any plagiarism detector. Such concerns, however,
may arise from the resistance of instructors to adapt to the
change in assessment methods since written assignments
are often criticised for being dull and ineffective in assessing
students’ learning (McMurtrie, 2023).

A second concern that instructors have is ChatGPT's inability
to understand what is being shared and to take the time
to evaluate the relevance or accuracy of the information, as
it is just a text-generating machine that simply produces a
passableimitation of whatis being shared (Warner, 2022). The
concern may be seen as a legitimate reason for institutions
to implement policies blacklisting the Al application, but it
might not be long before Microsoft integrates ChatGPT's
technology into its suite of Microsoft products (Metz &
Weise, 2023). By that time, ChatGPT will be mainstream,
and it may be too late for educational institutions to adjust
policies to guide their students in using it appropriately.

A pragmatic approach and a focus on managing the
challenges presented by ChatGPT may be a better approach
to take. Brown et al. (2020, p. 9) wrote:

Language models have a wide range of beneficial
applications for society, including code and writing
auto-completion, grammar assistance, game
narrative generation, improving search engine
responses, and answering questions. But they
also have potentially harmful applications. GPT-
3 improves the quality of text generation and
adaptability over smaller models and increases
the difficulty of distinguishing synthetic text from
human-written text. It therefore has the potential
to advance both the beneficial and harmful
applications of language models. Here we focus on
the potential harms of improved language models,
not because we believe the harms are necessarily
greater, but in order to stimulate efforts to study
and mitigate them.

In general, when disruptive education technologies enter
the classroom, the practice of teaching and learning is often
subject to a number of challenges. Education practitioners
and policymakers are always responsible for managing
the situation. When these challenges are not addressed,
inadequate pedagogical practices may be exposed. There
has been a sensational report on social media about a
Chinese schoolgirl who bought a machine to copy large
amounts of Chinese text for her homework (Today Online,
2019; see Figure 17). It was not only capable of reproducing
Chinese texts, but it was also intelligently designed to mimic
the handwriting of the schoolgirl. The schoolgirl managed
to get away with doing her homework until she was caught
by her mother, who shamed her on social media. Based on
the example given, one may conclude that if a machine is
capable of outwitting a teacher's pedagogy, it may be able

to replace the teacher. In this regard, it is imperative for
teachers to transform challenges into opportunities and
adapt to changes as they arise.

b

Figure 17: A Chinese-language automated handwriting
machine (YP, 2019).

Use of ChatGPT for education: Opportunities

ChatGPT's capability to generate essays has created
challenges for educators, but there are those who seem
ready to embrace the opportunities for innovation in
teaching and learning that this disruptive Al application
presents. McMurtrie (2022) argues that tools like ChatGPT
will become part of everyday writing in some shape or form,
just as calculators and computers have become part of math
and science. Similarly, Sharples (2022) suggests engaging
students and instructors in shaping and harnessing these Al
tools to support learning rather than stopping the students
from using it.

While essays as assessments are regarded as threatened
by ChatGPT, therein lies an opportunity for educators
to introduce innovative assessments. Most of the time,
assessments are perceived and utilised by instructors for the
assessment of students’ learning. The majority of instructors,
however, may not possess the skills to use assessment
both for learning (Wiliam, 2011) and as learning (Earl,
2012). In this regard, institutions can take advantage of this
opportunity to enhance instructor skill sets in assessment
to harness disruptive Al applications such as ChatGPT to
improve students’ learning. Our recommendations section
(see below) provides further details on how instructors can
innovate assessments.

Another interesting opportunity for instructors is to leverage
ChatGPT to innovate their teaching strategies. Instructors
could use flipped learning to ensure that the most critical
pieces of work are completed in class and to focus more on
multimedia assignments or oral presentations as opposed
to class assignments. Additionally, instructors have the
opportunity to spend more time giving feedback and
revising students’ work.

A major benefit of ChatGPT is that it allows students to learn
through experimentation and experience. Using ChatGPT,
students can evaluate different strategies and approaches to
solving problems and achieving goals through game-based
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learning (Sutton & Allen, 2019) or other student-centred
pedagogies (Mills, 2023a). Students who prefer hands-on,
experiential learning will gain from using ChatGPT as a
learning aid.

With the aid of appropriate instructional strategies, ChatGPT
can be utilised to facilitate collaboration and teamwork
between participants. There are a variety of student-centred
learning strategies that can be designed to be played in
groups. The ChatGPT application has the potential to serve
as a means of generating different scenarios for students to
work together to solve problems and achieve goals. In this
way, a sense of community can be fostered, and students
can learn from one another and support one another.

While ChatGPT is perceived as a disruptive technology
in the teaching and learning process, it represents a
huge opportunity for learning innovators to use it to
transform education. In the following section, we provide
our preliminary conclusions and recommendations for
leveraging ChatGPT to advance education innovation.

Conclusions and recommendations for higher
education teachers and institutions

With tools like GPT-3 and ChatGPT, Al appears to be in the
process of going mainstream (Vincent, 2022b). We are only
beginning to see the effect this will have on the world in
general and higher education in particular. If Altman is right
that "we could get to real AGI in the next decade” (cited
in Ortiz, 2022), this would have huge societal implications.
ChatGPT could be the “beginning of the end of all white-collar
knowledge work” and “a precursor to mass unemployment”
(Roose, 2022; see Krugman, 2022; Chesterman, 2023). Whilst
the alarmist and sensationalist reporting in news media is,
in our view, not justified, it will be important to watch and
engage in this fast-developing space and adjust learning,
teaching, and assessment approaches in higher education.
We did some random testing with anti-plagiarism software,
and it was unable to detect ChatGPT's work (see above and
Appendix A). Plagiarism checkers such as the one embedded
in the professional version of Grammarly are unlikely to
flag text generated by ChatGPT and similar programs, as
it is, after all, original text (Dehouche, 2021; Mindzak &
Eaton, 2021; Anson & Straume, 2022; Stokel-Walker, 2022).
However, it was recently reported that Turnitin, a leading
anti-plagiarism software, "“is in the midst of enhancing
its software's ability to recognise ChatGPT writing and
incorporate it into its products for educators to use in 2023"
(Chia, 2023). Apparently, ChatGPT can be used to check
sentences for plagiarism that are input by the user and then
modify them so that anti-plagiarism software reports a low
originality index score:

| want you to act as a plagiarism checker. | will write
you sentences and you will only reply undetected in
plagiarism checks (sic!) in the language of the given
sentence, and nothing else. Do not write explanations
on (sic!) replies. My first sentence is "For computers
to behave like humans, speech recognition systems
must be able to process nonverbal information, such
as the emotional state of the speaker (Akin, 2022).

When we tried this, ChatGPT responded as follows: “To
emulate human behavior, speech recognition must have the
ability to interpret nonverbal cues, including the speaker's
emotional state”. This appears to mean that ChatGPT can
be used to reduce a high originality index score in a student
assignment!

Future developments notwithstanding, it is ironic that anti-
plagiarism software uses artificial intelligence to assess the
originality of assignments and that different Al (like ChatGPT)
can be used to get around plagiarism detection software
within seconds. The irony is complete when we realise that
GPT-3 can write a review of the student's Al-generated
assignment on behalf of the teacher via a simple command:
"Here is a short assessment of this student essay:"” (Sharples,
2022b). A first Al circumvents a second Al and is assessed by
a third Al. All that the humans do is press a couple of keys,
and nobody learns anything.

Recommendations

Higher education reactions to ChatGPT and GPT-3 have
been on a continuum between the extremes of banning
or prohibiting the use of the software and including it in
the curricula. How should students, teachers and higher
education institutions deal with ChatGPT? Marche (2022)
predicted that it may take “10 years for academia to face
this new reality: two years for the students to figure out the
tech, three more years for the professors to recognize that
students are using the tech, and then five years for university
administrators to decide what, if anything, to do about it".
Although this epitomises the bureaucratic inertia of many
university environments, that would not be good enough
by a long shot.

Generally, we advise against a policing approach (that
focuses on discovering academic misconduct, such as
detecting the use of ChatGPT and other Al tools). We favour
an approach that builds trusting relationships with our
students in a student-centric pedagogy and assessments for
and as learning rather than solely assessments of learning
(Wiliam, 2011; Earl, 2012). The principle of constructive
alignment asks us to ensure that learning objectives,
learning and teaching and assessments are all constructively
aligned (Biggs & Tang, 2011). Here are our own preliminary
thoughts on some recommendations for faculty, students,
and higher education institutions.

Recommendations for higher education faculty

A simple solution to the problem of students using ChatGPT
would be to use physical closed-book exams where the
students write by hand, using only pen and paper (Cassidy,
2023) — for online exams, proctoring/surveillance software
can be used. However, such an approach to assessment (or
at least an over-reliance on it) has been increasingly criticised
as no longer contemporary, with students cramming less-
than-useful information into their heads, only to forget
much of it shortly after their examinations (Van Bergen &
Lane, 2016). With a focus on graduate employability, the skill
to ace closed-book exams seems rather irrelevant.
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Another idea to combat the use of text generators such as
ChatGPT and GPT-3 is to design writing assignments that
they are currently not good at handling. This approach
may be a very short-term solution, given how quickly the
technology is developing. Mills (2023b) has compiled the
following suggestions: analysis ofimages and videos; analysis
that draws on class discussion; analysis of longer texts that
do not fit in a prompt; and writing about recent events
that are not in the training data for the text generator. In
addition, we can require students to write about a topic that
is highly specific and niche in the hope that it will be difficult
for Al systems to find relevant information. Also, we can ask
students "to include personal experiences or perspectives in
their writing, which are difficult for Al systems to replicate”
(Nowik, 2022). Importantly, we can assess students on their
ability to integrate multiple sources and present their own
original arguments (Nowik, 2022)

At present, a very important limitation of ChatGPT is that it
does not provide sources and quotations. Whilst it is able
to provide book recommendations and provide reasons
for its recommendations, it does not provide in-text
referencing and a reference list in its responses. This is a
major shortcoming in writing academic assignments (that
usually require a certain number of references). However,
OpenAl has already created a WebGPT prototype, which
has access to web browsing (OpenAl, 2021). WebGPT would
thus not only be able to incorporate recent information but
also verified sources and quotations. In the meantime, Elicit
(https://elicit.org/), which markets itself as an Al research
assistant capable of reducing the time needed to write a
literature review and a research proposal, is a GPT-3-based
tool that is able to respond to research questions and
suggest academic articles and provide summaries of them
from a repository of 175 million scholarly papers (Andrews,
2023; Tate, 2023).

There is text generator detection software (e.g. https://
writer.com/ai-content-detector/ or https://huggingface.co/
openai-detector/ or https://gptzero.me/) that estimates the
probability that text is written by a large language model
(Tate et al., 2023; Sandlin, 2022; Mills, 2023a; McMurtrie,
2023; Montclair State University, 2023; Yousif, 2023). Due
to the difficulty of distinguishing human and ChatGPT-
generated text, OpenAl is looking into ‘watermarking’ text,
an undertaking fraught with difficulties for which there will
be workarounds (Wiggers, 2022). All this is bound to lead to
a race between text generators and text generator detection
tools. If history is any judge, students will find ways around
detection tools, and many instructors may not want to
become writing police (McMurtrie, 2023). In a matter of
doubt, teachers could test students’ knowledge of their own
essays and conduct an impromptu oral exam (Allen, 2022),
thus further adding to higher education teachers’ workload.
Alternatively, video or audio submissions of students
discussing their essays or metacognitive reflection on their
writing process (even though they are not Al-proof) could
be required (Mills, 2023a).

In terms of assessments, we recommend avoiding
assignments and examinations that are so formulaic that
nobody could tell if a computer completed them (Herman,
2022). We should rather create assessments that foster

students’ creative and critical thinking abilities (hooks, 2010;
Brookfield, 2012; Brookfield et al, 2019; Rudolph & Tan,
2022); for instance:

® execute certain assessments during class;

e Create assessments where students deliver
presentations, performances and other digital
forms, including webpages, videos and animations
(Lim, 2022);

e allow students to write about topics that genuinely
interest them, in which their voices come through,
and their opinions are valued (McMurtrie, 2022);
and

® use authentic assessments (i.e. creative learning
experiences that test students’ skills and
knowledge in realistic situations: Wiggins, 1990)
that are meaningful and intrinsically motivating.

Students can also be involved in peer evaluations and ‘teach-
back’ (Sharples, 2022b) — teach-back is a communication
confirmation method that is particularly popular in
healthcare (patients/students need to demonstrate their
understanding in speech).

Ideally, higher education teachers would create an
atmosphere where students are invested in their learning
(McMurtrie, 2022). In this context, Tan (2022) has called
for humanising the academy by integrating empathy,
kindness, and compassion into learning and teaching. It
would be explained to students that writing is a form of
thinking (Stevens, 2019) and that they miss out on a critically
important form of learning if they try to delegate their
writing to ChatGPT or another Al.

At the same time, Al tools can be incorporated into
discussions and assignments (see Anson & Straume, 2022;
McMurtrie, 2022, 2023; Fyfe, 2022; D'Agostino, 2022). We
recommend educating our students on the limits and
faults of text-generator prose and sharing substandard
text examples that highlight the value of human (including
students’) writing (Mills, 2023a). We need to help students
learn how to use Al tools judiciously and understand their
benefits and limitations. They may “help spark the creative
process” (McMurtrie, 2023). Faculty can make use of
these tools as a means to help students with writing and
research, but not as a replacement for critical thinking and
original work. Lim (2022) wrote that ChatGPT constituted
an "extraordinary technological marvel” that “presents an
opportunity for us to move beyond rote learning to nurture
our students to become more creative, thinking individuals
as we reflect on what it means to learn and be human in the
digital age.”

Recommendations for students

Our students are often digital natives who use technology
more effortlessly and intuitively than their teachers. Our
recommendations for students are to work on both their
strengths and weaknesses further:
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e be aware of academic integrity policies and
understand the consequences of academic
misconduct;

e be digitally literate, master Al tools (Zhai, 2022)
and increase employability as a result;

e write assignments and use Al as a set of tools as
a way to improve writing skills and generate new
ideas, rather than simply copying and pasting text;

® use high-quality sources
substandard  sources, misinformation
disinformation (Kefalaki & Karanicolas, 2020);

and be wary of
and

e read widely and voraciously to improve critical
and creative thinking;

e learn how to use Al language tools such as
ChatGPT to write and debug code (Zhai, 2022);
and

e practise the use of Al language tools (like ChatGPT)
to solve real-world problems (Zhai, 2022).

Recommendations for higher education institutions

Peter Fleming has posited that neoliberal (privatised,
corporatised, marketised and financialised) universities are
in mortal danger largely due to "bad management and
hostile government budgets”, with the global Covid-19
pandemic an added conundrum (Fleming, 2021, p. 157;
see Fleming et al,, 2021). Universities that made themselves
overly dependent on the lucrative international student
market found themselves in a world of trouble when the
coronavirus and concomitant travel restrictions emerged
in 2020 (Rudolph, 2021; Parker et al., 2021). In such a
challenging environment, higher education institutions
operate under significant constraints, and major Australian
universities have quickly "added new rules which state
that the use of Al is cheating, with some students already
caught using the software” (Cassidy, 2023). However, other
Australian universities recently decided to allow the use of
Al in assignments, as long as it is disclosed (Shepherd, 2023).

Our recommendations are as follows:

e realise that digital literacy education is of critical
importance and has to include Al tools, which
should be part of the curriculum — other useful
Al tools include, for instance, Grammarly (a
writing and grammar-checking tool that uses Al
to check texts for grammar, spelling, punctuation,
and other writing-related issues, and offers
suggestions for how to improve the writing) and
the aforementioned Elicit (Tate, 2023; Kriigel et al.,
2023; Shepherd, 2023);

® avoid the creation of an environment where
faculty is too overworked to engage and motivate
their students;

e conduct training for faculty on Al tools such as
ChatGPT;

e provide training on academic
students;

integrity for

e avoid offering curricula and courses that do not
make sense to students (as, consequently, they
might cheat because the value of the work of their
learning is unclear to them);

e Update academic integrity policies and/or honour
codes that include the use of Al tools;

e specifically, develop policies and clear, easy-to-
understand guidelines for the use of language
models in learning and teaching — the guidelines
should include information on the proper use of
these tools and the consequences for cheating;
and

e encourage, support and share research on Al
tools’ effects on learning and teaching.

In our title, we asked whether ChatGPT was a bullshit spewer
or the end of traditional assessments in higher education.
We have seen that ChatGPT occasionally does hallucinate
and spout nonsense, for instance, by inventing references. At
the same time, we believe that major changes to traditional
higher education assessments such as essays and online
exams are in order to address the existence of increasingly
powerful Al, unless universities want to be akin to driving
schools that teach to ride horses.

When hand-held calculators appeared, there was much
concern about the end of people’s numeracy skills. Today,
they are, of course, integral to teaching maths and on every
smartphone. Students and academics alike use spell and
grammar checkers, thesauruses and Wikipedia. The day
when tools such as ChatGPT will be incorporated into MS
Word and Google Docs - the software that was used in
writing this article — may come sooner (Warren, 2023) rather
than later.
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Appendices

Apppendix A: Essay provided by ChatGPT (plagiarism
4% using Grammarly Professional version).

Auditory hallucinations, or hearing voices, is a common
symptom associated with schizophrenia. However, the
presence of auditory hallucinations alone is not indicative of
schizophrenia and can also occurin other mental disorders or
medical conditions. This is an important distinction to make
as an accurate diagnosis is crucial for effective treatment.

Schizophrenia is a severe and chronic mental disorder
characterized by a range of symptoms including delusions,
hallucinations, disordered thinking and abnormal emotional
responses. The onset of the disorder usually occurs in late
adolescence or early adulthood, and it affects around 1%
of the population worldwide. Auditory hallucinations,
which are experienced by around 70-80% of individuals
with schizophrenia, are considered to be one of the most
common symptoms of the disorder. However, the presence
of auditory hallucinations alone is not a sufficient criterion
for a diagnosis of schizophrenia.

The diagnostic criteria for schizophrenia as outlined by
the Diagnostic and Statistical Manual of Mental Disorders
(DSM-5) includes the presence of two or more of the
following symptoms: delusions, hallucinations, disordered
thinking, abnormal emotional responses and a reduction
in the individual's ability to function. The diagnosis of
schizophrenia is made when an individual experiences these
symptoms for a significant period of time, with a duration of
at least one month. Auditory hallucinations, therefore, are
not enough to diagnose an individual with schizophrenia.

Auditory hallucinations can also occur in other mental
disorders, such as bipolar disorder, major depressive
disorder and post-traumatic stress disorder (PTSD). For
example, individuals with bipolar disorder may experience
auditory hallucinations during manic episodes. In major
depressive disorder, auditory hallucinations can occur during
a major depressive episode. Similarly, in PTSD, auditory
hallucinations can occur as a result of traumatic experiences.
It is therefore important to take a holistic approach when
assessing an individual with auditory hallucinations and to

consider other symptoms and factors.

Auditory hallucinations can also occur in individuals without
any underlying mental disorder, in response to certain
medical conditions such as brain tumors, infections, or head
injuries. In these cases, auditory hallucinations can be caused
by structural or functional changes in the brain. Therefore, it
is important to rule out any underlying medical conditions
before diagnosing an individual with schizophrenia.

Another important consideration is that individuals with
schizophrenia may not experience auditory hallucinations
all the time. The severity and frequency of auditory
hallucinations can vary over time and during different
stages of the disorder. For example, some individuals
may experience auditory hallucinations only occasionally,
while others may experience them frequently. Therefore, a
diagnosis of schizophrenia cannot be based solely on the
presence of auditory hallucinations.

In conclusion, the presence of auditory hallucinations
alone is not indicative of schizophrenia. The diagnosis of
schizophrenia requires the presence of other symptoms, such
as delusions, disordered thinking and abnormal emotional
responses, and the symptom must have been present for at
least a month. It is also important to consider other mental
disorders and medical conditions that may cause auditory
hallucinations. An accurate diagnosis is crucial for effective
treatment and it is important to take a holistic approach
when assessing individuals with auditory hallucinations.

Appendix B: A rough translation of the Chinese passage.
Made a mistake:

| once made a mistake that broke my parents’ hearts. Some
classmates and | played around in high school and decided
to drink. After getting drunk at a party, | drove a car while
under the influence of alcohol and caused a car accident.
Fortunately, no one was hurt, but I lost the trust and respect
of my parents.

Regret:

| deeply regret my reckless behaviour at the time. | know my
actions have caused great harm to my parents, and | have
not respected their care and love for me. | know my mistakes
cannot be forgiven. | will always remember this experience
and never make similar mistakes again. | will continuously
repent for my mistakes and do everything | can to regain
their trust.
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